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An analytical solution for the nonspecific-binding-facilitated diffusion-controlled rate of association
of a protein with a specific site on a circular DNA is derived. Nonspecific binding is modeled by a
short-range attractive surface potential. The protein undergoes diffusion in the bulk solution and in
the surface layer. The association rate for a circular DNA is compared to the counterpart for a linear
DNA, in which the ends of the surface layer are treated as reflecting. As expected, when the DNA
length is long, the shape of the DNA does not affect the association rate. For a shorter length, the
association rate for the linear DNA is modestly higher than the circular counterpart. The higher rate
of the linear DNA is possibly due to its more open shape, which affords it a higher ability to draw
the protein from the bulk to its surface. The analytical solution is verified by Brownian dynamics
simulations. © 2008 American Institute of Physics. [DOI: 10.1063/1.2888996]

I. INTRODUCTION

Many biological functions involve the association of
proteins with specific sites located within a very long DNA.
A simple model involving only three-dimensional diffusion
search fails to explain the rapid rates at which such associa-
tion occurs. It is very unlikely that proteins find their specific
targets directly without binding to nonspecific sites. Nonspe-
cific binding of 434 Cro repressor to a model B-DNA has
been studied by Brownian dynamics simulations. Many
authors” ® have proposed that proteins find their specific sites
on DNA through mechanisms of facilitated diffusion. In gen-
eral, the proposed mechanisms have two components. The
first is the three-dimensional diffusion, which can bring a
protein to a random nonspecific site on the DNA. The second
is the translocation from the initial random site to the final
specific site. In several theoretical studies,>*"' the coupling
between the one-dimensional motion along the DNA and the
three-dimensional diffusion in the bulk solution is explicitly
considered. Of these two are of particular relevance to the
present study. One is our own work,*® in which nonspecific
binding is explicitly accounted for by a short-range attractive
potential and motion in the surface layer is modeled as an-
isotropic three-dimensional diffusion. This work forms the
theoretical basis of the present study. The other is by Klenin
et al.,"® who proposed a theoretical model for the reaction
time and performed numeric simulations assuming that the
protein moves via the two traditional modes: three-
dimensional diffusion in the bulk solution and one-
dimensional sliding along the DNA. After each sliding step,
the protein is allowed to get off the DNA via a “kickoff”
probability. This work is related to the simulation part of the
present study.

In the present work, we derive an analytical solution for
the rate constant of association of a protein with a specific
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site on a circular DNA. The derivation is based on our pre-
vious theoretical model for linear DNA.*® We compare the
results between a circular DNA and its linear counterpart and
perform Brownian dynamics simulations to verify the ana-
Iytical solution.

Why are we interested in modeling protein association
with a circular DNA? First of all, circular DNA naturally
occurs in cells and has been studied experimentally.”fw Sec-
ond, because circular DNA lacks the ends as compared to
linear DNA, a comparison of results between circular and
linear DNA can be used to isolate end effects and check
various assumptions made about ends of linear DNA. For
example, to circumvent the mathematical difficulty presented
by a finite linear DNA modeled as a cylinder, the finite cyl-
inder has been extended to infinite length with inert flanking
tails that lack the capacity for nonspecific binding.6’7 Al-
though this treatment appears reasonable, the effect of the
extra excluded volume introduced is uncertain.

In our model,® nonspecific binding is accounted for by a
short-range attractive potential and, consequently, the bor-
ders of the surface layer at the ends of the linear DNA appear
reflecting. Reflecting ends have also been assumed in other
studies.””'* Whether the ends of a DNA are merely reflect-
ing or present additional kinetic pathways can be tested by
comparing the rates of association between a linear DNA and
its circular counterpart. For example, Surby and Reich' in
their experimental study found that the dissociation rate con-
stant of EcoRI methyltransferase from a linear DNA is three-
fold higher than from the circular DNA with the same length,
suggesting the possibility of dissociation via the ends of the
linear DNA. In the same study, Surby and Reich also re-
ported that the same dissociation rate constant of EcoRI en-
donuclease from DNA was found regardless of whether the
DNA is circular or linear. From this and other experimental
studies, it has been concluded that the ends of DNA may

© 2008 American Institute of Physics
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FIG. 1. Circular DNA modeled as a torus.

appear reflecting to some proteins such as EcoRI and EcoRV
endonucleases'™'* but not merely reflecting to others such as
EcoRI DNA methyltransferase,” E. coli RNAP searching its
promoter site on T7 DNA,IS and human Rad51 forming a
ringlike conformation and sliding along a DNA.'" In drawing
such conclusions, it is implicitly assumed that when the ends
of a linear DNA are merely reflecting, one expects the asso-
ciation kinetics to be unchanged when the DNA is circular-
ized.

The analytical solution for the association rate of a pro-
tein with a circular DNA, derived in this paper, allows for a
direct comparison with the result for the corresponding linear
DNA obtained previously.6 We find that the two association
rates are very similar at long DNA lengths and show a mod-
est difference at short lengths. This finding validates the im-
plicit assumption invoked in determining whether additional
kinetic pathways at the DNA ends are called for. Our ana-
lytical solution is verified by Brownian dynamics simula-
tions.

The rest of the paper is organized as follows. In Sec. II,
we present an outline of the derivation of the analytical so-
lution for the association rate, with details relegated to two
appendices. In Sec. III, the procedure for the Brownian dy-
namics simulations is described. Results for representative
model parameters are presented in Sec. I'V. Finally, a number
of issues arising from the present study are discussed in
Sec. V.

Il. ANALYTICAL THEORY

In this section, we present our derivation for the rate of
nonspecific-binding-facilitated association of a protein to a
specific site on a circular DNA. The model is the same as
that in our previous work,’ except for the shape of the DNA.
The DNA is previously modeled as a cylinder; here, it is
modeled as a torus on account of the circular shape (see Fig.
1). The cross section of the torus has a radius of R (as deter-
mined by the protein-DNA contact distance). The centers of
all the cross sections make a circle with a radius L; the cir-
cumference of this circle, 277L, will be taken as the length of
the DNA. The specific site is modeled as a reactive patch,
which spans a range of azimuthal angle from —¢; to ¢,
(correspondingly, the full width of the patch is h=2¢,L). The
protein, modeled as a spherical particle, diffuses around the
torus. Near the DNA surface, an attractive potential model-
ing nonspecific binding influences the diffusion. As before,
we invoke the equilibration approximation between the sur-
face layer and the bulk solution, which is valid in the limit of
a very thin surface layer. The nonspecific binding constant
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per unit surface area will be denoted as K. Protein diffusion
in the bulk solution is assumed to be isotropic, with diffusion
constant D. In the surface layer, the diffusion is assumed to
be anisotropic; the diffusion coefficient is Dy in the longitu-
dinal direction (i.e., along the length of the DNA), 0 in the
transverse direction, and D in surface normal direction.

The association rate is determined by the steady-state
Smoluchowski equation,

V'J(r):O’ (1a)
with the flux at position r given by
J(r) == De PV Y ¢ FUTP(r), (1b)

where U(r) is the interaction potential giving rise to nonspe-
cific binding, 8= (kzT)~!, D is the diffusion matrix, with all
three principal components equal to D in the bulk solution
but two of the principal components changing to Dy and 0,
respectively, in the surface layer, and P(r) is the pair distri-
bution function. This function approaches 1 at infinite
protein-DNA separation. On the DNA surface, P(r) satisfies
the absorbing boundary condition over the reaction patch and
the reflecting boundary condition elsewhere. The boundary
condition is of a mixed type (involving the pair distribution
function in one part of the DNA surface but its flux else-
where on the surface). The diffusion-controlled association
rate is given by

sz_f dsn- J(r), (2)
reactive patch

where ds is the element of surface area and n is the unit
normal vector.

A. Association rate in the absence of a surface
potential

We first present the solution for the association rate in
the absence of a surface potential. The solution is obtained
by making the constant-flux approximation,” which circum-
vents the difficulty presented by the original mixed boundary
condition. In this approximation, the flux on the reactive
patch is assumed to be a constant, and this constant is deter-
mined by requiring that the absorbing boundary condition is
satisfied on average (instead of everywhere on the reactive
patch).

In the absence of a potential (and assuming isotropic
diffusion), the steady-state Smoluchowski equation becomes
the Laplace equation, with boundary conditions on a torus.
This problem can be solved by using toroidal coordinates
(&,¢,¢), which are related to the Cartesian coordinates by'8

_ csinh £cos ¢ (3a)
“coshé—cos ¢’ a
_ csinh £sin ¢

r= cosh é—cos ¢’ (3b)
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csin{
2= cosh E—cos (30)
where c=(L?~R?)"2. From here on cosh £ will be denoted by
x- The surface of the torus modeling the DNA is defined by
x=L/R= xy=cosh &,
Details for the solution of the association rate are pre-
sented in Appendix A. The final result is

kDO 7TL2R3 -
R = — Pm
4mDe 4 ,,:oz,:'n:o P r-1200)
. -1
, sin md
X Qn—l/z(Xo)W) , (4)
0

where a prime signifies derivative, sin m¢y/md¢y is 1 when
m=0, and P! | ,(x) and Q,_;»(x) are (associated) Legendre
functions of the first and second kinds, respectively (the
present special cases with half-integer degrees and x
=cosh é=1 are also known as toroidal functions). The deter-
mination of the coefficients u,,, is described in Appendix A.
For the special case ¢,=m (i.e., the whole torus surface is
absorbing), the exact result for the diffusion-controlled rate
can be obtained from the capacitance'g‘20 of a torus-shaped
conductor.'® This is given by

kpo( o= ) _ 2 -
4mDc

Qn-12(x0)
T =0 " P,_12(x0) '

(5)
where €,=1 when n=0 and 2 when n>0. Comparison of the
result of Eq. (4) at ¢y=7 with Eq. (5) shows that the
constant-flux approximation leads to a slight underestimation
for the association rate (also see Sec. IV B).

B. Association rate in the presence of a surface
potential

We model nonspecific binding by an attractive potential
confined to a thin surface 121yer.6 Outside the surface layer,
the potential is absent and diffusion is assumed to be isotro-
pic; hence, there the pair distribution function still satisfies
the Laplace equation. Assuming that the potential only de-
pends on the ¢ coordinate, the steady-state Smoluchowski
equation for the pair distribution function P(r) in the surface
layer takes the form

9 sinh &PV gePUOP (r)
¢ x—cos{ P
! FPy(r)
DH . > =
sinh &(y—cos {) ¢

(6)

in toroidal coordinates. It should be recalled that the diffu-
sion coefficient in the transverse direction (i.e., along ¢) is
assumed to be zero. Let the outer boundary of the surface
layer be specified by xy=x; =cosh & (note that y; < x,). At
the outer boundary, the pair distribution function satisfies the
continuity condition
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[eBU(é)Ps(r)]&g] =[P(r)]ee,- (7a)

In the limit that the width of the surface layer is extremely
small, the above equation can be assumed to be valid when
the left-hand side is evaluated at any point within the surface
layer. That is,

PUOP (1) = [P(0)]eg. &> E> &, (7b)

which is equivalent to
Py(r) = e_ﬂu(g)[P(l')]gzgl, &>&E>&. (7¢)

Integrating both sides of Eq. (7c) over the width of the sur-
face layer, we find

f dIP(r) = f
&>E>¢& &>E>¢&
= Kns[P(r)].fzgl ’ (8)

where di=[c/(x—cos {)]dé is the element of length along the
normal of the torus surface.

The last result allows the effect of the potential to be
accounted for as a boundary condition (see Appendix B). By
applying the constant-flux approximation and following
steps very similar to those for the case without a potential,
we arrive at the following result for the diffusion-controlled
association rate:

k wL*R? -
_kp (_ >

dle PV O[P(r)] et

VanPu-12(Xo)

4mDc 4 =0.m=0
. -1
, sin m,
XQn—l/Z(XO)WO) : )
0

The determination of the coefficients v,,, is described in Ap-
pendix B. They depend on the dimensionless parameter
)\zDHKns’ (10)
DR
which accounts for the surface potential. When A=0, Eq. (9)
reduces to Eq. (4). Notice that D and K,,; appear together in
their influence on the association rate. When then whole
DNA surface is absorbing, the exact solution (i.e., without
the constant-flux approximation) for the association rate is
again given by Eq. (5).

lll. BROWNIAN DYNAMICS SIMULATIONS

The main purpose of our Brownian dynamics simula-
tions is to verify the analytical solutions for the association
rate given by Egs. (4) and (9). We now describe the proce-
dure of our Brownian dynamics simulations.

A. Algorithm for calculating association rate

In Brownian dynamics simulations, one launches a large
number of trajectories. Along each trajectory, association is
allowed to occur with an appropriate probability. The asso-
ciation rate is then calculated from the statistics of the tra-
jectories. Two different algorithms have been developed for
this calculation. In the approach introduced by Northrup et
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al.” trajectories of the ligand (which in our case is the pro-
tein) are started from a spherical surface, referred to as the
b-surface, enclosing the receptor (which in our case is the
DNA). The trajectories are continued until the ligand is ab-
sorbed by the receptor or by a distant spherical surface, re-
ferred to as the g-surface. If the fraction of trajectories ter-
minated due to absorption by the receptor is v, then the
diffusion-controlled association rate is given by

kyy

kp=——2t—!
P (1 = Ykylk,

(11)
where kb(kq) is the diffusion-controlled association rate when
the whole b-surface (g-surface) becomes the specific site for
association. ky, and k4 are given by the well-known Smolu-
chowski result,

ky = 4mDb, (12a)

ky=4mDq, (12b)

where b and ¢q are the radii of the b-surface and g-surface,
respectively. This algorithm is rigorous when the b-surface is
large enough such that the pair distribution function outside
it is isotropic.22

In an alternative algorithm developed by us,” the reac-
tive patch on the receptor is extended outward slightly in the
normal direction into a reactive region. Trajectories are
launched from this region. When a trajectory is found in this
region, association occurs with a finite rate «. If the fraction
of trajectories terminated due to reaction (as opposed to es-
caping to infinite separation) is S, then the diffusion-
controlled association rate is obtained as

sz KVRR<€_ﬁU>RRS/(1 —S), (13)

where Vg is the volume of the reaction region and (- --)gg
denotes the average over the reaction region. We imple-
mented this algorithm for the problem of protein association
to a specific site on a circular DNA without a surface poten-
tial, and the simulation results for k), are in good agreement
with Eq. (4). We note that this algorithm actually gives the
time-dependent rate coefficient of diffusion-controlled asso-
ciation, which approaches the “steady-state” result given in
Eq. (13) at long times. However, the length of the transient
period before reaching the steady-state value is much shorter
than the time resolution of typical experiments;24 hence, it is
the steady-state result for the association rate that is relevant
for comparing against experiments.

The presence of a surface potential posed a special chal-
lenge for faithfully propagating the Brownian trajectories.
Following Merlitz et al.”> we adopted the following proce-
dure for dealing with the surface potential. A surface layer,
obtained by extending the DNA surface by & along the nor-
mal direction, was explicitly introduced.”® New positions
were proposed according to free diffusion. Every move from
the bulk solution into the surface layer was always accepted.
On the other hand, a move from the surface layer to the bulk
solution was accepted with a probability p. If not accepted,
the old position was reused. The value of p is obviously
dictated by the dimensionless parameter A in Eq. (10), and
the two are inversely related. We tested the following ansatz:

J. Chem. Phys. 128, 115108 (2008)

A=alp™'-1). (14)

This relation gives the correct result A=0 when p=1 and
predicts the expected inverse dependence of N on p as p
— 0. The constant o was determined by minimizing the dif-
ference between simulation results for kp and the corre-
sponding results calculated from the analytical solution of
Eq. (9).

With the surface potential accounted for in the above
away, we modified the algorithm of Northrup et al.*' to cal-
culate kp. The need for modification arises from the particu-
lar shape of the receptor, a torus, in our problem. The
b-surface, which is spherical in the algorithm of Northrup
et al., has to at least enclose the torus. With such a starting
surface v, the fraction of trajectories terminated due to reac-
tion is very small, especially when the reactive patch is
narrow. A small y makes it difficult to calculate kj accu-
rately. Therefore, we chose as the starting surface a torus
which encloses the circular DNA. Specifically, the b-surface
was taken as the outer boundary of the surface layer de-
scribed in the preceding paragraph. The cross section of this
surface is concentric with the cross section of the enclosed
DNA and has a radius R+&=R,. Equation (11) was still used
for calculating kp, but now k, was the rate for being ab-
sorbed by a toroidal surface. This rate is given by Eq. (5)
with x, given by L/R;. The g-surface was still spherical and,
thus, Eq. (12b) remained valid for k,.

B. Simulation details

The circular DNA was held fixed and the protein was
modeled as a freely diffusing point particle (the finite size of
the protein was accounted for by inflating the radius of the
DNA cross section into R, the protein-DNA contact dis-
tance). The proposed displacement at the next time step was
given by

Ar = (2DAN)'*R, (15)

where At is the time step and R is a vector of random num-
bers with a normal distribution. As described already, the
surface potential could change whether the move was ac-
cepted. The boundary conditions on the DNA surface and the
g-surface also could affect the fate of a move. Reflecting
boundary conditions (over the DNA surface with |¢|> ¢,)
and absorbing boundary conditions (over the reaction patch,
with || < ¢y, and the g-surface) were treated in a simple
manner. If a proposed move brought the protein across a
reflecting boundary, the old position was reused. If the pro-
posed move brought the protein across an absorbing bound-
ary, the trajectory was terminated and labeled as being ab-
sorbed either by the reactive patch or by the g-surface.
Variable time steps were used, with those near reflecting and
absorbing boundaries taking very small values.

The following parameters were used. The radius of the
DNA cross section was fixed at R=30 A. The surface layer
had a width of e=3 A. The radius of the q-surface was set to
q=13(L+R;). The following values of the torus radius L
were studied: 50, 100, 200, 300, and 400 A. The width of the
reactive patch varied from O to the full length 277L of the
DNA. The exit probability was limited to the following val-
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TABLE 1. Comparison of analytical results for the association rates to specific sites (with width 2=3 A) on circular and linear DNA.

L (A) 100 200 300

A 0.5 5 50 0.5 5 50 0.5 5 50

kp(circular) (A) 21.51 42.92 78.09 21.97 44.88 99.74 22.06 45.24 106.9
47D

kp/(linear) (A 22.14 45.24 90.09 22.14 45.50 106.7 22.14 45.52 110.7
47D

Rel. diff. (%) 2.8 5.1 13 0.7 1.4 6.5 0.4 0.6 3.4

ues: 1, 2_,, 272 ... and 27'%. The number of trajectories for to the use of the constant-flux approximation. Underestima-

each set of parameters was 10 000, rendering the statistical
error in the calculated rates at ~0.5%, as estimated accord-
ing to binomial statistics.

IV. RESULTS

A. Comparison of kp between circular and linear DNA

Table I shows a comparison between the results for the
association rate with a circular DNA, calculated from the
analytical solution of Eq. (9), and the corresponding results
for a linear DNA with the same cross section and length,
calculated from the analytical solution published previously.6
The length of the linear DNA is equal to that for the circular
DNA, as given by 27L. On the linear DNA, the reactive
patch is centrally located along the length, and the ends of
the surface layer are treated as reflecting. In addition, the
linear DNA is extended from both ends to infinity, but the
extended portions lack the capacity for nonspecific binding.

The difference in kj, between circular and linear DNA is
quite small at L=300 A and only becomes significant when
L is reduced to 100 A (corresponding to ~180 base pairs).
Note that the difference is systematic in that the values of kp,
for the circular DNA are consistently lower than the counter-
parts for linear DNA and the differences increase with in-
creasing A.

B. Comparison of analytical solution with Brownian
dynamics simulations

To connect the association rate obtained from Brownian
dynamics simulations with the analytical solution, we need
to determine the precise relation between the exit probability
p and the dimensionless parameter \. We adjusted the con-
stant « in the assumed relation between A\ and p given by Eq.
(14) to minimize the difference between the simulation re-
sults for kj and the corresponding results calculated from the
analytical solution of Eq. (9) for L at 50, 100, 200, 300, and
400 A, h from 5 A to the full DNA length 2L, and p at 2%,
278 and 27! As Fig. 2 shows, a value of 0.022 for « leads
to very good agreement between simulation and the exact
result given by Eq. (5) when the reactive patch covers the
whole DNA surface, and agreement within ~10% between
simulation and the analytical solution of Eq. (9) over the
wide ranges of L, h, and p. Compared with the exact result at
h=2mL and the simulation results for a full range of A, the
analytical solution appears to underestimate k, modestly due

tion by the constant-flux approximation is known."”

Figure 3 presents a comparison between simulation and
the analytical solution for L at 50, 100, 200, 300, and 400 A,
patl,271,272 . and 27" and h fixed at 3 A. Agreement
is again seen over the expanded range of p values.

V. DISCUSSION

We have derived an analytical solution for the associa-
tion rate of a protein with a specific site on a circular DNA
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FIG. 2. (Color online) Comparison of simulation results for k;, (symbols)
and the analytical solution of Eq. (9) (curves). Each curve corresponds to a
particular value of L, at 50, 100, 200, 300, and 400 A (from bottom to top).
The exact results for kj, given by Eq. (5) when the whole DNA surface is
absorbing (i.e., h=27L) are shown as horizontal lines. The exit probability
pis 274, 278 and 27!, respectively, in (a), (b), and (c).
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FIG. 3. (Color online) Comparison simulation results for kj, and the ana-
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represented by a distinct symbol (shown in the figure). For each L value,
results for 15 values of p, at 1,271,272, ..., and 274, are shown (from low to
high). The corresponding value for the dimensionless parameter \ is given
by Eq. (14) with a=0.022.

and found that the results are very close to those found pre-
viously for a linear DNA. In a number of experimental
studies,"® the question of whether special end effects are at
play in a linear DNA is addressed through comparing against
the corresponding circular DNA. Our work reported here es-
tablishes a sound basis for these studies.

Below we further discuss several issues that arose from
our study.

A. The small difference in kp between circular and
linear DNA

Though the difference in kj, between circular and linear
DNA is small, it is nonetheless interesting to explore the
reasons for the difference. As noted, the difference is system-
atic in that the values of kp for a circular DNA are always
lower than those for the corresponding linear DNA. A num-
ber of factors can possibly contribute to the lower kj, of the
circular DNA.

First, in the solution of &k, for a finite linear DNA, the
DNA is extended to infinity with inert flanking tails that lack
the capacity for nonspecific binding. The extension was in-
troduced by Berg and Ehrenberg7 to circumvent the math-
ematical difficulty posed by the finite DNA but its effect was
never quantitatively evaluated. As pointed out by Berg and
Ehrenberg, the extension effectively introduces an excluded-
volume effect. It is expected to cause an increase in kj, since
the extension reduces the search space.

Second, the analytical solutions of kj, for both the linear
and the circular DNA are obtained by using the constant-flux
approximation. It is known that this approximation can cause
an underestimate of the association rate, and the amount of
underestimation can be different for different cases.'” It is
possible that the approximation causes a larger underestima-
tion for the circular DNA than for the linear DNA.

Third, in the analytical solution of k, obtained here for
the circular DNA, the surface diffusion coefficient in the
transverse direction (i.e., around the cross section of the
DNA) is assumed to be zero. In the corresponding linear
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DNA, because of axial symmetry, the value of the diffusion
coefficient in the transverse direction does not affect the as-
sociation rate. In the case of a circular DNA, the diffusion
coefficient in the transverse direction does affect the associa-
tion rate, and a nonzero diffusion coefficient is expected to
increase kp. In general, a speed up in surface diffusion will
lead to an increase in kp. A simple analogy is the rate con-
stant for diffusive barrier crossing, which (as given by the
high-friction limit of Kramers’ theory27) is proportional to
the diffusion constant, even though diffusion can bring a par-
ticle both to the product energy well and back to the reactant
energy well.

Finally, the shape of the DNA, which provides sites for
nonspecific binding, seems to present opposite scenarios in
affecting kp. When binding to multiple specific sites, it is
known that the different specific sites can interfere with each
other, and the rate enhancement by the increase in specific
sites is maximal when they are maximally separated.zg’29 One
may expect a similar behavior for nonspecific binding sites.
That is, nonspecific binding sites that are more disperse
could afford them a higher ability to draw the protein from
the bulk toward them. The nonspecific binding sites are more
disperse in the linear DNA than in the circular DNA; from
this consideration, the rate enhancement by nonspecific bind-
ing in the linear DNA might be expected to be greater than in
the circular counterpart. On the other hand, a protein mol-
ecule newly dissociated from the circular DNA, as opposed
to the linear DNA, is also more likely to be near nonspecific
binding sites and hence more likely to rebind. Which of these
two opposing scenarios has the upper hand in affecting kp
cannot be resolved by our analytical theory. Brownian dy-
namics simulations perhaps can provide clues.

B. Caveats of the analytical solution for kp

The model leading to the analytical solution for the
diffusion-controlled rate of association of a protein with a
circular DNA has a number of limitations. First, the DNA is
modeled as rigid. Under physiological salt concentrations,
DNA have a persistence length of ~500 A. DNA can be
reasonably modeled as rigid up to, say, twice the persistence
length, which corresponds to L=160 A. Longer DNA be-
come flexible, which perhaps serves to blur the difference
between circular and linear DNA. The main conclusion of
our study, that the difference in k;, between circular and lin-
ear DNA is small when the DNA length is long and only
becomes significant when L is reduced to 100 A, is thus
unaffected even when DNA flexibility is taken into consid-
eration.

Another potential criticism of our model concerns the
path of diffusion in the surface layer. It was proposed that
some proteins, while nonspecifically bound, move along the
major groove of the DNA, thus tracing a helical path.30 How-
ever, Kampmann3' pointed out that no direct experimental
support for this proposal has been published. Indeed, Kamp-
mann measured the effects of obstacles and a Holiday junc-
tion on the processivity ratio of EcoRI endonuclease and
interpreted his results as being consistent with two-
dimensional diffusion on the DNA surface but not with dif-
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fusion along a helical path. If proteins do follow a helical
path on the DNA surface, an analytical solution for kj, is
unlikely to be found.

The analytical solution and the Brownian dynamics
simulations presented here apply to the dilute conditions
studied by in vitro experiments. In cells, proteins become
confined and crowded (see Ref. 32 for a recent review). Ac-
counting for such complications falls outside the scope of the
present study.

C. Brownian dynamics simulations for calculation
of kp

We have tested a promising procedure for handling sur-
face potentials and modified an algorithm for calculating k,
through the use of a starting surface, which allows for a
significant increase in calculation speed. Some technical de-
tails are worth further exploring. For example, the spherical
shape of the original b-surface was designed to ensure the
rigorous calculation of the association rate.”""** There is
some uncertainty regarding the rigor of the algorithm when
the b-surface takes a toroidal shape, though the favorable
comparison between simulation results and the analytical so-
lution strongly suggest that whatever error introduced by the
use of the toroidal b-surface is not significant. This problem
can be avoided by implementing our alternative algorithm
[Eq. (13)]” to calculate kj,.

The procedure for handling surface potentials still has
one limitation: the constant « appearing in the relation be-
tween the exit probability p and the dimensionless parameter
N\ is not determined a priori. It is possible that analytical
results regarding « can be obtained for simple geometries.
Such analytical results and additional experimentation
through Brownian dynamics simulations may lead to a deter-
mination of a. This determination may rely on an explicit
account of anisotropic diffusion in the surface layer.

With these technical improvements, it will be desirable
to use Brownian dynamics simulations to study analytically
intractable problems, such as more realistic shapes for the
protein and the DNA and the calculation of other interesting
quantities like processivity ratio,&9-11-31-33.34

D. Paradox regarding an optimal sliding length

In some works,”'" a sliding length along the DNA has
been introduced. In our notation, the sliding length is given

by
DK, R\
zs=<%) =\"2R. (16)

It was found that the reaction time, which is equivalent to the
mean first passage time® for reaching the specific site, ex-
hibits a minimum at an “optimal” sliding length.10 In con-
trast, the association rate is a monotonically increasing func-
tion of the dimensionless parameter \ (see Figs. 2 and 3) and
hence of the sliding length /,. Apparently, there is a paradox
regarding whether an optimal sliding length exists.

The paradox can be resolved by the following reasoning.
The reason for an increase in the reaction time at very high
affinity for nonspecific binding (large [,) is that, once reach-
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ing the DNA surface, the protein gets stuck in nonspecific
binding sites and thus takes an excessive amount of time
before finally finding the specific site. On the other hand, as
far as the association rate is concerned, what matters is the
final fate of the trajectories [see Eq. (11)]; the amount of time
it takes to reach the final destination is of no concern. The
higher the affinity for nonspecific binding, the higher the
chance the protein will make one-dimensional excursions
along the DNA surface instead of three-dimensional search
in the bulk solution. This reduction in dimensionality is ulti-
mately the reason for the rate enhancement of nonspecific
binding.
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APPENDIX A: DERIVATION OF EQUATION (4)

In the absence of a potential, the steady-state pair distri-
bution function P(r) satisfies the Laplace equation and ap-
proaches 1 at infinite separation. In toroidal coordinates
(£,¢, ), P(r) can be written as>®

P(r)=1-(2x—-2cos)"?

©

X E APy 0(x)cos nd cos mep,

n=0,m=0

(A1)

where A, are coefficients to be determined. It is reminded
that y=cosh & The mixed boundary conditions on the torus
surface, specified by x=xo=L/R, are treated by the
constant-flux approximation,17 which takes the form

Xo — COS {[ IP(r)

_[n'J(r)]X:)(O:_D (9§

] =JoH(¢),
§:§0

(A2)

where H(¢) is 1 if |¢p| < ¢ and O otherwise. The constant J,,
is determined by the requirement that the original absorbing
boundary condition is satisfied on average

f dsP(r) =0,
X=x0:|41<

where the element of surface area on the torus is given by
2 .
¢” sinh &,
——5d{d¢.
(xo = cos {)*

(A3)

ds =

Note that sinh &=(x5—1)"?>=c/R.
Substituting Eq. (Al) into Eq. (A2) and using the
expansions3

o

(ZX —2cos g e = _12 ann—l/Z(X)COS ng
n=0

(A4)

and
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sin m
() =23 6, 5 o g, (A5)
T m=0 ma

we find the following relations for the coefficients u,,,
= (D/CJ()d’O)Anm:

anmun—l,m + bnmunm + ComUn+1,m = Tnm- (A6)
The constants in these relations are
0, n=0
aym=1-2P(x0), n=1 (A7a)
-P"(x0), n>1,
bym =Py 115(x0) + 2x0P,"1 2 (X0) » (A7b)
Com="— P;:TI/Z(XO)a (A7C)
2 _ sin m
— €aQn-12(X0) Em 4’0' (A7d)

" 72 sinh &, my

For each m, Eq. (A6) is a tridiagonal system of linear equa-
tions for the set of coefficients u,,, with varying n, which can
be easily solved for.*” Once u,,, are found, Eq. (A3) allows
the constant flux J, to be determined. The result is

Jody LR? - m
. 4
, sin my
X0, _1(x0) W) . (A8)
0

The diffusion-controlled rate constant is given by [see Eq.

2]

kpo=Jo J ds = 4TLRJ by, (A9)
X=x0:l ¢1<ho

which upon substitution of Eq. (A8) leads to Eq. (4). Evalu-
ation of the toroidal functions are done using programs pre-
sented by Segura and Gil.®

AR(2x,> + 3/2)m?
c sinh® &,
AR(2x,> + 1)m?
c sinh® &,

Ph(xo) + 2x0P15(x0) +
fl’l]’l’l =

rm

P 1n(Xo) + 2x0P, 12 (x0) +

P1r(X0)
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APPENDIX B: DERIVATION OF EQUATION (9)

The effect of a potential present in a very thin surface
layer can be accounted for as a boundary condition on the
outer boundary of the surface layer.6 Integrating both sides of
Eq. (6) over the width of the surface layer, we find

—DXI - cos §{8P(r)]
¢ % leg,

(x; - cos 5)2{(92P(r>
c? sinh? ¢, ad?

where we have used the constant-flux approximation. Com-
parison of this equation with Eq. (A2) shows that the effect
of the surface potential is captured by an additional term
containing K,;. The evaluation on the left-hand side of Eq.
(B1) technically is done at the outer boundary y=y;, but
since this equation is derived under the condition of an ex-
tremely thin surface layer, from here on y; will be replaced
by xo. The constant J; is again determined by the constraint
of Eq. (A3).

The solution for kp essentially follows the steps pre-
sented in Appendix A for the case without a potential. Again,
the expansion coefficients v,,=(D/cJ;dy)A,,, satisfy a set
of linear equations. For m=0, the additional term in Eq. (B1)
vanishes, so the linear equations are the same as those for the
case without a potential. For m >0, the additional term ex-
pands the structure of the linear equations from tridiagonal to
pentadiagonal. Equation (A6) becomes

+ DllKns

} =JH(¢$), (B1)
§=§1

dnm Vn—2.m + e Vn—1,m +fnmynm + &um Vnsl,m + hnm Vn+2,m = Tnmo>

(B2)
and the constants are given by
(
O» n= 0, 1
A\Rm? P (o) 5
AR . on=
d,,={ csinh®& Xo (B3a)
ARm* P ), 2
. n— Xo)> N 5
 2¢ sinh® g, "
.
0, n=0
o 4NRxom*
o =4 2P (x0) = csTh3§0P‘“2(X°)’ n=1
" 2NRxgm*
\_Pn—n3/2(X0) - csTh3§0P"‘3/2(X°)’ n>1,
(B3b)
n=1
(B3c¢)

Pinxo), n#1,
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2NRxom?
Enm="— P;@Tuz(Xo) - ¢ sinh® §0P:7+1/2(X0)’ (B3d)
ARm?
Pian(Xo)- (B3e)

hnm =4 3 s
2c¢ sinh’ &,

The dimensionless parameter A is given by Eq. (10). r,, are
unchanged from the case without a potential and are given
by Eq. (A7d). The coefficients v,,, are found by numerically
solving the set of linear equations.

The relation between the constant J; and the coefficients
v, 1s identical to that between J, and the coefficients u,,,,
which can be found in Eq. (A8). Similarly, the relation be-
tween the diffusion-controlled association rate kp in the
present case and J; is identical to that between the counter-
parts, kpo and J,, respectively, in the case without a potential.
This is given by Eq. (A9). We finally arrive at Eq. (9).
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