Prediction of Residue–Residue Pair Frequencies in Proteins
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Knowledge of how frequently different types of residues are found near each other in protein structures has been widely used in threading and in simulating protein folding. In this paper we show that the residue–residue pair frequencies can be reproduced by a simple, physical model. The central component is the nonpolar in–charge out character. This character was captured by obtaining for each type of residue the relative density at a given distance from the protein’s center of geometry. These densities were conveniently fitted to exponential or linear functions of the radial distance and used to generate atomic positions. To account for chain connectivity, distances between residue pairs were constrained by independent Gaussian functions, which have increasing means and deviations for increasing sequence separations. Interactions between nonpolar residues and between charged residues were found to extend up to a distance of ~7.5 Å and the interaction potentials extracted appear to be an intrinsic property. This radial-distance based model, constructed and tested on a set of 243 nonhomologous proteins, has a clear physical basis and may hold important clues for structure prediction.

Introduction

Knowledge of how frequently different types of amino acids are found near each other in protein structures has been widely used in threading sequences through structures\(^{1-5}\) and in simulating protein folding\(^{6-8}\). Because of the inhomogeneous distributions of residues within each protein and the finite sizes of proteins, it can be argued that the pair frequencies (PFs) are not a direct measure of the intrinsic affinities between the residues\(^{12}\). This paper aims to elucidate the physical basis of PFs by reproducing them from a simple model. We show that the PF for any pair of residues beyond a distance \(s \approx 7.5\) Å can be completely explained by the inhomogeneous distributions of the residues, the finite size of the protein, and chain connectivity. When \(s < 7.5\) Å, nonpolar residues and oppositely charged residues exhibit strong interactions. The interaction potentials extracted from two sets of proteins with chain lengths less and greater than 220 residues are identical, suggesting that they are intrinsic to the particular types of residues.

The inhomogeneous distributions of residues are most prominently manifested as nonpolar in and charge out, dictated by hydrophobicity and desolvation cost. The nonpolar in–charge out character motivated us to model the inhomogeneous distributions by the radial density \(\rho(r)\), i.e., the relative density of type \(i\) residue at a distance \(r\) from a protein’s center of geometry. Specifically, \(\rho(r)\) is the number of type \(i\) residues in the spherical shell between \(r - \Delta r/2\) and \(r + \Delta r/2\) divided by the number of all atoms in that shell (not by the volume of that shell). This definition is used to account for the fact that a protein is never a sphere with a uniform atom-number density. The number \(D(r)\Delta r\) of all atoms between \(r - \Delta r/2\) and \(r + \Delta r/2\) initially increases (since the shell volume increases as \(r^2\)) but eventually decreases to zero because of the finite size of the protein. Let the spherical coordinates of a residue be \((r, \theta, \phi)\). Given \(\rho_i(r)\) and \(\rho_j(r')\) for the radial densities of types \(i\) and \(j\) residues and \(D(r)\) for the atom-number density profile of the protein, the probability density for finding the two types of residues at a distance \(s\) is

\[
p_{ij}^0(s) = \int d\Omega \int d\Omega' \rho_i(r)D(r)\rho_j(r')D(r')\delta(|r - r'| - s)/(4\pi)^2 n_i n_j
\]

where \(d\Omega\) represents the angular factor \(\sin \theta d\theta d\phi\) and \(n_i = \int d\rho \rho_i(r)D(r)\) is total number of type \(i\) residue. The normalization condition for \(p_{ij}^0(s)\) is \(\int_0^\infty ds p_{ij}^0(s) = 1\). The pair frequency \(PF^0(s)\) is the integration of \(n_i n_j p_{ij}^0(s)\) from \(s - \Delta s/2\) to \(s + \Delta s/2\) and is given by the total number of \(ij\) pairs with distances within that range. Specifically

\[
PF^0(s) = \int_{s-\Delta s/2}^{s+\Delta s/2} ds n_i n_j p_{ij}^0(s) = N_{ij}^0(s \in [s - \Delta s/2, s + \Delta s/2])
\]

Equation 1 does not account for the fact that the residues of a protein are connected to form a chain. Chain connectivity affects the PF since two residues closer along the sequence tend to have a smaller distance. In other words, statistically, the PF is a function of the possibility of forming close contacts by two residues. Chain connectivity modifies the probability density of \(X\) from \(Q(X) = \rho_\text{in}(r_\text{in})\rho_\text{out}(r_\text{out})\rho_{ij}(r_{ij})\rho_{ij}(r'_{ij})\) to \(Q(X)\) for \(X = C(X, K)\). The probability density for finding the two types of residues at a distance \(s\) is then

\[
p_{ij}^0(s) = \frac{1}{N} \int dX Q(X)C(X, K) \sum_{n_1=1}^{n_1} \sum_{m_1=1}^{n_1} \delta(|r_1 - r'_{m_1}| - s)
\]

where \(N\) is a normalization factor. If \(C(X, K)\) is set to 1, eq 3
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reduces to eq 1. We modeled \( C(X, K) \) loosely after the Gaussian chain. Each pair of nonidentical residues (of the \( ij, ii, \) or \( jj \) type) contributes a Gaussian factor. This has the form

\[
c(r_1, r_2, k_1, k_2) = \exp[-(r_1 - r_2 - b)^2/2\sigma^2] \tag{4}
\]

where the mean \( b \) and standard deviation \( \sigma \) depend on the number of residues separating the particular pair. This is \( |k_i - k_j| - 1 = \Delta \) and is called sequence separation.

If two residues interact at short distances, the pair frequencies there will be affected. Suppose that the interaction energy of an \( ij \) pair located at \( r \) and \( r' \) is \( w_{ij}(r - r') \), then this pair will contribute a factor \( \exp[-w_{ij}(r - r')/k_BT] \) to the probability density of \( X \). The probability density for finding the two types of residues at a distance \( s \) now becomes

\[
p_{ij}(s) = \frac{1}{N} \int dX Q(X) C(X, K) \exp[-w_{ij}(s)/k_BT] \times \sum_{n_i} \sum_{n_j} \delta(|r_i - r_j| - s) \tag{5a}
\]

\[
= \exp[-w_{ij}(s)/k_BT]p_{ij}^{(0)}(s) \tag{5b}
\]

In writing eq 5b we have neglected the effect of the factor \( \exp[-w_{ij}(s)/k_BT] \) when evaluating any integral over the full range of the distance \( s \). This is generally justified for potentials of mean force. With this neglect \( p_{ij}(s) \) (like \( p_{ij}^{(0)}(s) \)) is normalized. Multiplying both sides of eq 5b by \( n_i n_j \) and integrating from \( s - \Delta s/2 \) to \( s + \Delta s/2 \), we get

\[
PF(s) = \exp[-w_{ij}(s)/k_BT]PF^{(0)}(s) \tag{6}
\]

where we have neglected the distance dependence of the interaction potential within the integration range.

We can interpret eq 6 as the definition for the interaction potential in terms of the ratio of the PF functions in two states: \( PF(s) \) in the physical state in which the residues adopt the actual structures of the proteins and \( PF^{(0)}(s) \) in a reference state in which the interaction potential is eliminated but everything else stays exactly the same. This is precisely how the potential of mean force is defined in liquids. There, in the reference state the atoms are uniformly distributed when the influence of interactions is eliminated by design; hence \( PF^{(0)}(s) \) is proportional to \( s^2\Delta s \). In proteins we cannot take the reference state to be one in which the residues are uniformly distributed. We only want to eliminate the influence of residue–residue interactions, not the direct residue–solvent interactions that give rise to the inhomogeneous distributions of residues within proteins. Neither do we want to eliminate the chain constraints. The desired reference state should include the effects of the amino acid composition, the inhomogeneous distribution of the different residue types, and chain constraints. Such a state is generated according to eq 3.

In practice, for the purpose of determining the interaction potential, the inhomogeneous distributions of residues can be accounted for by keeping the radial distances at their values in the actual structures of the proteins but randomly selecting their polar and azimuthal angles. The chain constraints are then enforces. From these “reference structures” one calculates \( PF^{(0)}(s) \) (see eq 2) and from the actual structures one calculates \( PF(s) \). The interaction potential is finally obtained according to eq 6. Since the interaction potential is not expected to persist beyond a certain distance, an important indication for the validity of our approach is that \( PF^{(0)}(s) \) reproduces \( PF(s) \) at long distances.
obtained. The chain separations of the eight groups were centered at the 243 proteins were found and segregated into eight groups according to chain separations. The chain separations of the eight groups were 0-10, 11-20, 21-50, 51-100, 101-150, 151-200, and >200. For each group the PF function was obtained.

The corresponding PF0 function was then obtained from reference structures generated according to eq 3 with the radial distances kept at their values in actual structures of the proteins. The chain constraints were enforced by restraining the residue-residue distance according to a Gaussian probability function (see eq 4). We used the same Gaussian constraint in each of the above intervals of the chain separation Δ. The mean b and standard deviation σ for each interval were assigned initial values and were used to generate residue positions and reconstruct PF functions. Then the b and σ values for Δ ∈ [0, 5] were adjusted to best reproduce the PF function of the Δ ∈ [0, 5] group. This was followed by adjustment for Δ ∈ [6, 10], by adjustment for Δ ∈ [11, 20], and so on. The adjustments in later intervals hardly affected the reconstructed PF functions in earlier intervals. A set of b and σ values were easily obtained that yielded accurate reproduction of the PF functions in all the eight intervals of the chain separation.

Generation of Reference Structures. The residues positions of the reference structures were generated according to eq 3, with radial distances taken from the actual structure of a protein while enforcing the chain constraints. To that end, residue positions were generated sequentially. For generating the position of the kth residue, constraints between that residue and residues 1 through k - 1 were invoked. Initially 100 trial positions were generated. These had the predetermined radial distance but random polar and azimuthal angles θ and ϕ with cos θ taken from a uniform distribution between −1 and 1 and ϕ taken from a uniform distribution between 0 and 2π. The weight of each trial position was then calculated as the product of the Gaussian constraints between that position and the positions of the first k - 1 residues. The position of the kth residue was selected from the 100 trial positions according to their weights. Specifically, we randomly sampled the 100 trial positions and compared the normalized weight of each sampled position (by the maximum of the 100 weights) to a random number that is uniformly distributed between 0 and 1. A trial position was selected when the random number was smaller. To improve statistics, 10 copies of reference structures were generated for each protein and the final PF function was divided by that number.

It should be noted that, while the position of each residue was generated, distances to all other residues were constrained. Once the positions for all the residues were generated, we could then choose to calculate the PF function for pairs within a certain range of chain separations. Indeed, other than the Ser-Asn pair when used for the purpose of parametrizing the chain constraints, we discarded pairs with chain separation ≤ 50 in calculating PF functions.

Generation of Mock Structures with Residues Distributed According to Radial Densities. For the purpose of implementing eq 3 using just sequence information, we had to select the reference structure of a residue from the distribution p(r)D(r). This was implemented as follows. First a trial value of r was generated according to the Gaussian function D(r) with peak position rmax = 13.4(N/100)1/3 Å and width d1 = 4.94 or 6.42 Å [depending on Rg ∈ (13, 17) or (17, 22)]. A lower bound of 0 and upper bound of 35 or 40 Å were placed. Then p(r) normalized by its maximum within the bounds was compared to a random number that is uniformly distributed between 0 and 1. The trial value was accepted when the random number was smaller. The rest of the procedure described under Generation of Reference Structures was then followed to enforce chain constraints and generate mock structures.

Results

Reproduction of Pair Frequencies at Long Distances. The key to the elucidation of the physical basis of PFs came from the recognition that the radial distance is important for representing the inhomogeneous distributions of residues. The role of the radial distance was established when we tried to reproduce
PFs from eq 3 by keeping the actual radial distance of each residue. The \( \theta \) and \( \phi \) angles were randomly generated. By selecting a set of parameters for the constraints due to chain connectivity (see below), PFs were indeed accurately reconstructed. Figure 1 illustrates the agreement between 15 representative PF functions obtained from a set of 243 nonhomologous proteins and those reconstructed from fixed radial distances. The deviations at \( s < 7.5 \) Å in some cases reflect interactions between residues and will be further examined later.

**Chain Constraints.** We used the actual PF function of two particular residues from the 243 proteins to parametrize the chain constraints. Ser and Asn were chosen because they are more or less “neutral” with regard to any preference for the inside or the exterior of a protein and thus interference from inhomogeneous residue distributions is least likely. We decided to partition the full range of the sequence separation \( \Delta \) into a number of intervals and use the same Gaussian constraint in each interval. The intervals were 0–5, 6–10, 11–20, 21–50, 51–100, 101–150, 151–200, and > 200. The values of the mean \( b \) of the Gaussian constraints in these intervals were found to be 5, 17, 24, 25, 32, 42, 45, and 60 Å, respectively. The values of the standard deviation \( \sigma \) are 5, 7, 13, 22, 25, 25, and 30 Å, respectively. This set of constraints allowed for the reconstruction of the Ser-Asn PF function not only in the global sense, i.e., when the PF function was obtained for all the Ser-Asn pairs, but also in the local sense, i.e., when the PF function was obtained for only those Ser-Asn pairs with sequence separations within each of the above intervals.

The reconstruction of all the PF functions shown in Figure 1 used the same set of Gaussian constraints. However, only the pairs with sequence separations > 50 are included. We found that the Gaussian constraints parametrized on the Ser-Asn pair do not work for all pairs when the sequence separation is less than 50. In other words, there does not appear to exist a set of universal constraints for pairs close along the sequence. This is very reasonable since distances between such pairs are likely dictated by secondary structures and different types of residues have different preferences for secondary structures. All the PF functions presented in this paper exclude pairs with sequence separation \( \leq 50 \). We emphasize that, except for the Ser-Asn pair, the reconstruction of all the other PF functions shown in Figure 1 did not involve adjusting any parameters.

**Interaction Potentials.** According to eq 6, the interaction potential for a pair of residues can be determined by taking the ratio of the actual and reconstructed PF functions. To most accurately extract the pair interaction potential, we excluded another small group of pairs in calculating the PF functions shown in Figure 1. These were the ones with at least one partner in the periphery of a protein. Peripheral residues were defined as those with radial distances that exceed the expected radius, \( 16.9(N/100)^{1/3} \) Å, of a protein with \( N \) residues and they constituted about 10% of all residues. These residues are most displaced by angular scrambling and thus the reconstructed pair distances involving them are least reliable.

A major concern is whether the extracted interaction potential is an intrinsic property of the residues or depends on the particular set of proteins used. We thus divided the 243 proteins into two smaller subsets: one has 142 proteins with chain lengths less than 220 residues, and the other has 101 proteins with chain lengths greater than 220 residues. The interaction potentials extracted from the two subsets of proteins for the Leu-Ile, Arg-Asp/Glu, and Lys-Asp/Glu pairs are shown in Figure 2a. Very good agreement is seen. The interaction potentials extracted thus appear to be an intrinsic property. The interaction potentials extracted from the full set of proteins for the Asp-Glu, Arg-Lys, Leu-Ser, Val-Cys/Met, and Tyr-Asp/Glu
pairs are shown in Figure 2b. They are much smaller in magnitude than those of the three residue pairs shown in Figure 2a.

Radial Densities of Residues. We expected that the size of a protein would affect the distributions of residues. In particular, in a small protein the relative density of a nonpolar residue would exhibit a sharp decay as the radial distance increases. A large protein has a core region that is isolated from the solvent. The relative density of a nonpolar residue there would exhibit at most a moderate decay. Therefore we decided to obtain the radial densities on proteins with similar sizes. Specifically, two subsets of the 243 proteins were selected. One has 85 proteins with the radius of gyration $R_G$ between 13 and 17 Å, and the other has 87 proteins with $R_G$ between 17 and 22 Å.

The radial densities of the 20 types of residues in the $R_G$-13–17 subset are displayed in Figure 3. For the nonpolar residues, an exponential decay after $r > 10.5$ Å is still seen. That part of the radial density was thus fitted to the function $a_0 \exp(-r/a_1)$. The fitted values of $(a_0, a_1)$ are $(65.14, 6.84), (40.64, 8.78), (37.79, 7.42), (34.31, 7.06)$, and $(12.40, 14.71)$, respectively. The radial densities of all other residues were fitted to a linear function $a_0 + a_1r$. The fitted values of $(a_0, a_1)$ are as follows: Ala (9.90, 0.03); Gly (4.21, 0.39); Pro (1.73, 0.25); Ser/Thr (5.76, 0.71); Asn/Gln (1.87, 0.60); and His/Tyr/Trp (11.43, −0.15).

Residues similar in nature show similar radial density profiles and their radial densities were pooled for better statistics. Four pairs of residues were pooled: Cys and Met, Asp and Glu, Asn and Gln, and Ser and Thr. The three aromatic residues, His, Tyr, and Trp, were also pooled.

The radial densities of the nonpolar residues (Leu, Val, Ile, Phe, and Cys/Met) can be fitted to a decaying exponential function $a_0 \exp(-r/a_1)$ quite well. The fitted values of $(a_0, a_1)$ are $(65.14, 6.84), (40.64, 8.78), (37.79, 7.42), (34.31, 7.06), and (12.40, 14.71)$, respectively. The radial densities of the other residues were fitted to a linear function $a_0 + a_1r$. The fitted values of $(a_0, a_1)$ are as follows: Ala (9.90, 0.03); Gly (4.21, 0.39); Pro (1.73, 0.25); Ser/Thr (5.76, 0.71); Asn/Gln (1.87, 0.60); and His/Tyr/Trp (11.43, −0.15).

The radial densities of the 20 types of residues in the $R_G$-17–22 subset are displayed in Figure 4. For the nonpolar residues, an exponential decay after $r > 10.5$ Å is still seen. That part of the radial density was thus fitted to the function $a_0$.
we used a linear function $a_r$ and a growing exponential function $a_r \exp\left[-\frac{(r - 15.5)\,\text{Å}}{d_1}\right]$. The fitted values of $(a_0, a_1)$ for Leu, Val, Ile, Phe, and Cys/Met are (19.87, 13.69), (15.93, 12.76), (14.38, 11.33), (9.80, 11.27), and (8.37, 12.82), respectively (the starting point for Val was actually 11.5 Å). Inside $r = 10.5$ Å the radial densities display fluctuations around the fitted values of $a_0$. We represented that portion of the radial density simply by $a_0$. The near-constant value of the radial density of a nonpolar residue in the core of the subset of larger proteins confirms our earlier expectation.

The radial densities of the charged residues also display more complicated behavior than in the $R_{G_{17-22}}$ subset. For Lys the growing exponential function $a_r \exp\left[-\frac{r}{d_1}\right]$ with $a_0 = 1.01$ and $a_1 = 0.10$ still gave good fitting. For Arg we had to use a linear function $a_0 + a_1 r$ instead. The fitted values are $a_0 = 3.41$ and $a_1 = 0.11$. Asp/Glu actually show an initial decay. The radial density was fitted to $a_0 \exp\left(-\frac{r}{a_1}\right) + a_2$ with $a_0 = 42.0$, $a_1 = 3.11$, and $a_2 = 8.52$ for $r < 15.5$ Å. For $r > 15.5$ Å we used a linear function $a_3 + a_4 (r - 15.5)$ with $a_3 = a_0 \exp\left(-\frac{15.5}{a_1}\right) + a_2 = 8.81$ to ensure continuity and $a_4 = 1.18$. The radial densities of all other residues were fitted to a linear function $a_0 + a_1 r$. The fitted values of $(a_0, a_1)$ are as follows: Ala (11.61, -0.01), Gly (10.33, 0.01), Pro (5.25, 0.03), Ser/Thr (14.35, 0.14), Asn/Gln (5.50, 0.31), and His/Tyr/Trp (12.22, -0.17).

**Figure 4.** Radial densities of the 20 types of residues in the $R_{G_{17-22}}$ subset of proteins. See caption of Figure 3 for details.

**Figure 5.** Atom-number densities of the $R_{G_{13-17}}$ and $R_{G_{17-22}}$ subsets of proteins (solid curves) and their fitting to a Gaussian function (dashed curves). The $R_{G_{17-22}}$ curves are shifted upward by 2500 units for clarity.

$\text{Figure 5.}$ A Gaussian function $d_0 \exp\left[-\frac{(r - r_M)^2}{2d_1^2}\right]$ is used to fit both density profiles quite well. The fitted values of $(d_0, r_M, d_1)$ are (7615.3, 14.38, 4.94) for the $R_{G_{13-17}}$ subset and (11995.1, 18.78, 6.42) for the $R_{G_{17-22}}$ subset. Up to $r = 10$ Å, the two density profiles agree with each other to within 5% and can be fitted to $a_0 r^2$ even better, indicating that the core regions of the proteins in both subsets are well packed.

The results shown in Figure 5 are those when all the proteins in each subset are pooled. The range of $R_G$ in each subset is relatively wide (to ensure reasonable statistics for the radial densities). The atom-number density profiles of individual proteins will vary somewhat and will be different from those displayed in Figure 5. To account for this variation, we individualized the peak position $r_M$ of the Gaussian function for each protein. For a protein with atom-number density given by $D(r) = d_0 \exp\left[-\frac{(r - r_M)^2}{2d_1^2}\right]$, the radius of gyration is $R_G = (r_M^2 + d_1^2)^{1/2} \approx r_M$. We thus modeled $r_M$ by the radius of gyration expected for a protein with $N$ residues: $f(N/100)^{1/3}$. Linear regression analysis indicated that the $R_G$ values of the 243 proteins and $(N/100)^{1/3}$ are highly correlated and the coefficient $f$ is bounded by 13 and 14 Å. Hence there is a small degree of freedom in selecting an $f$ value to set the peak positions of the atom-number densities for individual proteins. No variation was allowed for the width $d_1$ of the atom-number densities for the proteins within each subset ($d_1 = 4.94$ for the $R_{G_{13-17}}$ subset and 6.42 for the $R_{G_{17-22}}$ subset).

**Predicted Pair Frequencies.** The reconstruction of the PF functions displayed in Figure 1 is a special implementation of eq 3. It used structural information of the proteins, namely, the radial distances of the residues. The reconstruction by such a means cannot be called a prediction. However, once this reconstruction yielded results for the chain constraints and the interaction potentials, we can use them together with independently obtained radial densities of residues and atom-number densities of proteins to predict PF functions. Of course we have yet to select a precise value of the parameter $f$ between 13 and 14 Å for fixing the peak positions of the atom-number densities for individual proteins.

The prediction works quite well with $f = 13.4$ Å. In Figure 6 we show the PF functions for the Leu-Ile, Ser-Asn/Glu, and Arg-Asp/Glu pairs obtained from the $R_{G_{13-17}}$ and $R_{G_{17-22}}$ subsets of proteins and those predicted by eqs 3 and 6. Very
Our extraction procedures to the PDB Select list of representative potentials and radial densities universal (i.e., invariant among structures) were included (i.e., even pairs involving peripheral residues were kept). A good agreement is seen. As before, pairs between residues with sequence separation \( \leq 50 \) were excluded, but otherwise all pairs were included (i.e., even pairs involving peripheral residues were kept).

**Universality of Extracted Interaction Potentials and Radial Densities.** To what extent are the extracted interaction potentials and radial densities universal (i.e., invariant among different sets of proteins)? To address this question, we applied our extraction procedures to the PDB Select list of representative proteins with 25% sequence identity. The 874 chains with \( \geq 90 \) residues were retained. In extracting the interaction potentials, the chain constraints listed earlier were used. Hence we did not adjust a single parameter. In Table 1 we compare the interaction potentials extracted from the earlier 243 proteins and those extracted from the new set of 874 protein chains. The four interaction potentials with the largest magnitudes are shown.

Results from the two protein sets are very consistent. The root-mean-square deviation (RMSD) is only 0.16\( k_B T \).

We also found the radial densities of residues to be invariant in different protein sets. This is demonstrated in Figure 7 by the results for seven residues in proteins with the radius of gyration between 13 and 17 Å. The solid curves are the same as those displayed in Figure 3, except that the Arg curve is shifted downward slightly for clarity. These represent the results from the \( R_G \) subset of the 243-protein set. The dashed curves are the results from the \( R_G \) subset of the 874 PDB Select protein chains.

### TABLE 1: Interaction Potentials (in Units of \( k_B T \)) Extracted from Two Sets of Proteins

<table>
<thead>
<tr>
<th>distance ( s (\text{Å}) )</th>
<th>Leu-Ile</th>
<th>Arg-Asp/Glu</th>
<th>Lys-Asp/Glu</th>
<th>Asp-Glu</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.75</td>
<td>3.10 (-0.34)</td>
<td>-1.93 (0.03)</td>
<td>-2.14 (-0.17)</td>
<td>1.02 (0.20)</td>
</tr>
<tr>
<td>3.25</td>
<td>1.44 (0.35)</td>
<td>-1.46 (0.05)</td>
<td>-1.60 (-0.19)</td>
<td>0.51 (-0.18)</td>
</tr>
<tr>
<td>3.75</td>
<td>-0.72 (-0.11)</td>
<td>-1.09 (-0.09)</td>
<td>-1.26 (-0.21)</td>
<td>0.90 (0.01)</td>
</tr>
<tr>
<td>4.25</td>
<td>-1.05 (-0.06)</td>
<td>-0.89 (-0.18)</td>
<td>-0.93 (-0.15)</td>
<td>0.53 (-0.25)</td>
</tr>
<tr>
<td>4.75</td>
<td>-0.71 (-0.02)</td>
<td>-1.13 (-0.16)</td>
<td>-0.75 (0.06)</td>
<td>0.18 (-0.13)</td>
</tr>
<tr>
<td>5.25</td>
<td>-0.48 (-0.06)</td>
<td>-0.61 (0.16)</td>
<td>-0.41 (0.18)</td>
<td>0.06 (-0.06)</td>
</tr>
<tr>
<td>5.75</td>
<td>-0.33 (-0.02)</td>
<td>-0.36 (-0.18)</td>
<td>-0.40 (-0.14)</td>
<td>0.49 (0.33)</td>
</tr>
<tr>
<td>6.25</td>
<td>-0.24 (-0.06)</td>
<td>-0.17 (-0.07)</td>
<td>-0.11 (0.11)</td>
<td>0.16 (-0.08)</td>
</tr>
<tr>
<td>6.75</td>
<td>0.07 (0.09)</td>
<td>-0.28 (-0.06)</td>
<td>-0.16 (-0.16)</td>
<td>0.15 (0.11)</td>
</tr>
<tr>
<td>7.25</td>
<td>0.04 (-0.05)</td>
<td>-0.27 (-0.18)</td>
<td>-0.23 (-0.02)</td>
<td>0.02 (-0.23)</td>
</tr>
</tbody>
</table>

*The number before the parentheses is the potential extracted from the 243 proteins. The difference between that number and the potential extracted from the 874 protein chains is given in the parentheses.*

**Figure 6.** PF functions of Leu-Ile, Ser-Asn/Gln, and Arg-Asp/Glu pairs from two subsets of proteins (solid curves) and those predicted by eqs 3 and 6 (dashed curves). (a) \( R_G \) subset. (b) \( R_{G17} \) subset. Some curves are shifted upward for clarity. The interaction potentials of used were extracted from the 243 proteins (similar to those shown in Figure 2a). For the Ser-Asn/Gln pair, the interaction potential extracted was not statistically significant and no interaction potential was included in the predicted PF function.

**Figure 7.** Radial densities of Leu, Ile, Lys, Arg, Ala, Gly, and Pro in proteins with radius of gyration between 13 and 17 Å. The solid curves are the same as those displayed in Figure 3, except that the Arg curve is shifted downward slightly for clarity. These represent the results from the \( R_G \) subset of the 243-protein set. The dashed curves are the results from the \( R_G \) subset of the 874 PDB Select protein chains.

**Structural Alignment of Side-Chain Tip Atoms.** In structural alignments of proteins, the corresponding backbone atoms are generally much closer to each other than the atoms of corresponding side chains. This is especially true for proteins with low sequence identities. The tip atoms, being farthest from the corresponding side chains. This is especially true for proteins with low sequence identities. The tip atoms, being farthest from the back, may appear to have a disadvantage in structural alignments of proteins, the corresponding backbone atoms

The structural alignment between proteins A and B was obtained by optimizing a distance-based score:

\[
F = \sum_{i \neq j} E(\| \mathbf{r}_i - \mathbf{r}_j \|, \| \mathbf{r}_i - \mathbf{r}_j \|) \quad (7)
\]
of structure comparison, the tip RMSD (aligned length). The Dali scoring function introduced by Holm and the corresponding residues in protein B in a particular alignment. The Dali scoring function (eq 8) with distances measured either between side-chain tip atoms or between CB atoms. The sequence—structure alignment is either done in the present study with the energy function of eq 10 or by Miny and Shakhnovich\(^7\) with the potential function of Miyazawa and Jernigan.\(^4\) MS chose to report their alignment results by calculating the RMSD over a portion of the aligned residues. To make it easy to compare with their results, we report both the RMSD calculated over all the aligned residues and the RMSD over the same number of residues for which MS calculated their RMSD. These are shown side by side under the heading of eq 10.

where \(i_A\) and \(j_A\) refer to residues of protein A and \(i_B\) and \(j_B\) are the corresponding residues in protein B in a particular alignment. The Dali scoring function introduced by Holm and Sander is

\[
E(s_A, s_B) = (0.2 - |s_A - s_B|/d) \exp[-(d/20)^2] \tag{8}
\]

where the distance between two residues is measured between the CA atoms and \(d = (s_A + s_B)/2\). Following MS, we used a contact scoring function

\[
E(s_A, s_B) = 1 \quad \text{if both } s_A \text{ and } s_B < s_{\text{cut}} \tag{9}
\]

\[
= 0 \quad \text{otherwise}
\]

where \(s_{\text{cut}} = 8 \text{ Å}\). The weaker distance dependence of eq 9 makes it more suitable for aligning side-chain atoms, which are not superimposed as well as the corresponding CA atoms. MS applied eq 9 to the distance between the CB atoms of two residues. We now apply it to the distance between the side-chain tip atoms. The same Monte Carlo procedure with simulated annealing is used to optimize the score in eq 7.

In Table 2 we compare the results of structure—structure alignment on the eight protein pairs by using the contact scoring function (eq 9) with distances measured either between side-chain tip atoms or between CB atoms. In general the results by the two kinds of distances are comparable and, as expected, are somewhat worse than those of the Dali scoring function with distances measured between CA atoms. A notable difference occurs in the alignment of 1ash and 1colA, where the RMSD by using the CB—CB distance is much larger than that by using the tip—tip distance. We conclude that, for the purpose of structure comparison, the tip—tip distance is not inferior to the commonly used CB—CB distance.

Use of Residue—Residue Interaction Potentials in Threading. Although the main aim of this paper is to elucidate the physical basis of residue—residue pair frequencies and interaction potentials, because of the wide use of interaction potentials in sequence—structure threading, it is obviously interesting to see how our interaction potentials perform in threading experiments. Our preliminary work focused on two types of tests: template recognition in gapless threading and alignment accuracy of gapped threading.

Equation 5a suggests that the probability density for finding the residues in positions \(X\) can be cast into a Boltzmann distribution \(\exp(-\epsilon/k_B T)\), with the energy function given by

\[
\epsilon/k_B T = -\sum_{k=1}^{N} \ln[\rho_i(r_k)] + \sum_{k=1}^{N} w_{i_k}(|r_k - r_{k'}|)/k_B T \tag{10}
\]

where \(i_k\) is the residue type (1—20) of the \(k\)th residue. This energy function is analogous to the Hamiltonian of electrons moving around a nucleus. Here the one-body potentials (contained in the first term) are not due to attraction by the nucleus but model the interactions of the residues with the solvent and account for the nonpolar in—charge out character. We used the energy function of eq 10 for threading. Specifically, we equated \(\rho(r)\) to the fitted functions of the radial densities of the Rcs13—17 proteins (shown in Figure 3). Only five distinct types of residue—residue interaction potentials were used. The potential for a pair of any two nonpolar residues (i.e., Leu, Val, Ile, Phe, Cys, and Met) was taken to be that for the Leu-Ile pair shown in Figure 2a. Four types of interaction potentials were used for charged groups: the ones between Arg and Asp or Glu and between Lys and Asp or Glu are shown in Figure 2a, and the ones between two identically charged residues were taken to be those for the Asp-Glu and the Arg-Lys pairs shown in Figure 2b. Four of these potentials are also listed in Table 1. The interaction potential for any other pair was set to zero. In threading, one matches the sequence of a query sequence with a target structure. It is not reasonable to emphasize the subtle difference between the interaction potential for the Leu-Ile pair and, say, that for the Val-Ile pair, since a Leu residue may be replaced by a Val residue in the actual alignment between the query and the target.

We carried out gapless threading on those PDB chains with 90–220 residues (a total of 466 chains). A standard set of structures compiled by Maiorov and Crippen\(^7\) was used as decoys. Of the 466 chains, 414 (or 89%) were correctly identified (i.e., had the lowest energy when threaded to its own structure). A similar test was carried out by Thoma and Dill on 121 protein chains by using an energy function optimized iteratively. Their success rate was around 88%. Though the success rates of the two tests are similar, the procedures for creating and the resulting energy functions are quite different. We would like to think of our procedure as based on a physical understanding of protein structures rather than merely as a training process.

<table>
<thead>
<tr>
<th>protein pair(^a)</th>
<th>structure—structure alignment(^b)</th>
<th>sequence—structure alignment(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dali—CA</td>
<td>contact—tip</td>
</tr>
<tr>
<td>1ten-1ten</td>
<td>0.97 (89)</td>
<td>0.97 (89)</td>
</tr>
<tr>
<td>1ten-11nf</td>
<td>1.38 (88)</td>
<td>0.88 (82)</td>
</tr>
<tr>
<td>1ten-3hrB</td>
<td>14.78 (77)</td>
<td>13.75 (73)</td>
</tr>
<tr>
<td>1ten-1hnf</td>
<td>6.04 (86)</td>
<td>4.93 (75)</td>
</tr>
<tr>
<td>1ten-1cicdA</td>
<td>3.47 (83)</td>
<td>3.74 (83)</td>
</tr>
<tr>
<td>1ten-1ti</td>
<td>2.99 (75)</td>
<td>4.89 (82)</td>
</tr>
<tr>
<td>lash-1ash</td>
<td>1.85 (140)</td>
<td>1.95 (140)</td>
</tr>
<tr>
<td>lash-2fa</td>
<td>2.68 (137)</td>
<td>2.76 (137)</td>
</tr>
<tr>
<td>lash-2hbg</td>
<td>1.00 (134)</td>
<td>0.0 (134)</td>
</tr>
</tbody>
</table>

\(^a\) RMSDs are in angstroms and alignment lengths are the number of aligned residues. The result for each alignment is reported in the form of RMSD (aligned length). \(^b\) Each protein is specified by the PDB entry name (with chain number). \(^c\) The structure—alignment is done by using the Dali scoring function (eq 8) with distances measured between CA atoms or the contact scoring function (eq 9) with distances measured either between side-chain tip atoms or between CB atoms. \(^d\) The sequence—structure alignment is either done in the present study with the energy function of eq 10 or by Miny and Shakhnovich with the potential function of Miyazawa and Jernigan. MS chose to report their alignment results by calculating the RMSD over a portion of the aligned residues. To make it easy to compare with their results, we report both the RMSD calculated over all the aligned residues and the RMSD over the same number of residues for which MS calculated their RMSD. These are shown side by side under the heading of eq 10.
A major problem in current threading studies is the accuracy of the query-target alignment obtained by threading. MS tested the alignment accuracy of threading by the function of Miyazawa and Jernigan and suggested that more accurate alignment may require energy functions with higher quality. Their results for threading 1ten to six targets and 1ash to four targets are shown in Table 2. We carried out threading of the two query proteins to the same targets by the Monte Carlo procedure with simulated annealing. Gaps were introduced by the stipulation that those residues in gaps (either on the query or on the target) do not contribute to the energy function (analogous to the way that gaps are treated in the structure—structure alignment). The alignment accuracy of threading by the energy function of eq 10 is reported in Table 2 in the form of RMSD. Of the 10 alignments, our energy function outperforms that of Miyazawa and Jernigan in eight, yields an identical RMSD in one, and performs slightly worse in one. The better performance of our energy function is especially noticeable in cases where query and target structures deviate by less than 2 Å (e.g., 0 versus 3.3 Å RMSD for 1ten self-threading), but improvement is also observed when there are gaps in the final state provides additional isolation from the solvent and a negative interaction potential is in accord with the hydrophobic nature of the residues. In the case of two oppositely (or identically) charged residues, the electrostatic interaction between them in the final state gives rise to the negative (or positive) potential. For a polar residue located in an “average” environment in the protein, the nature of the environment perhaps is not much perturbed when another polar residue is brought in. Hence the interactions between polar residues are apparently weak. The interaction potential extracted for the Ser-Asn/Gln pair was not statistically significant (see Figures 1b and 6). Similar features of interaction potentials were reported in a recent work by Bahar and Jernigan.

The behavior of the radial densities also agrees with our expectations of the 20 types of residues. The nonpolar residues (Leu, Val, Ile, Phe, Cys, and Met) show a decaying radial density because of hydrophobicity, whereas charged residues show a growing radial density because of desolvation cost. That the radial densities from different sets of proteins are virtually identical suggests that these results are universal among proteins with similar sizes. These results are also in accord with the spatial preferences of residues obtained by Prabhakaran and Ponnuswamy using a cruder approach. These authors modeled each protein as an ellipsoid and used a scaled distance from the ellipsoid surface as the measure of the burial of a residue. Possibly our results may become even closer to reality if we consider not only the radial distance but also the distance to the actual surface of the protein in that particular radial direction.

Comments on Previous Work. That the interaction potentials extracted here extend to a distance of ~7.5 Å is in contrast to earlier results indicating that residue—residue interactions extend to 10 Å and beyond. Bryant and Lawrence derived the interaction potential of a charged pair essentially by taking the ratio of the PF functions of that pair and a “reference” pair with Asp/Glu replaced by Asn/Gln. Figures 3 and 4 show that the radial densities of Asp/Glu and Asn/Gln are quite different. This difference will contribute to the difference in the two PF functions and thus result in systematic errors in the interaction potential obtained by Bryant and Lawrence. Sippl obtained the PF function of backbone N and O atoms up to a separation of 12 Å. The PF function increased gradually from 4 to 12 Å. This mainly is due to the fact that PF(s) includes all the pairs that fall into a spherical shell whose volume increases as \( s^2 \). However, Sippl chose to attach great physical meaning to the apparent “correlation” between backbone N and O atoms at large distances. It is difficult to envision any physical reason a backbone N atom will specifically react to a backbone O atom that is 12 Å away. The 7.5 Å cutoff found here for residue—residue interactions lends some support to the practice of including only “contact” pairs in building energy functions.

The volume for finding residue pairs that contribute to PF(s) is \( 4\pi s^2 \Delta s \). At short distances (e.g., \( s < 4 \) Å) it is unreasonable to use \( 4\pi s^2 \Delta s \) as an approximation for \( PF(s) \). In their recent work Bahar and Jernigan essentially set \( PF(s) \) to \( n_i n_j \Delta s \) for all distances (where \( n_i \) is a normalization factor). This amounts to assuming that in the reference state residues are uniformly distributed throughout the solvent. In reality \( PF(s) \) [and thus \( PF_i(s) \)] at long distances must decrease to zero because of the finite sizes of proteins and cannot increase as \( s^2 \). The interaction potential of Bahar and Jernigan is \( E_i(s) = -k_B T \ln \left( PF_i(s)/n_i s^2 \Delta s \right) \). This function will not be a constant
even at long distances. To avoid this unphysical result, Bahar and Jernigan (and others in earlier studies, e.g., Sippl\(^\text{(24)}\)) introduced an interaction potential for a pair of generic residues: 
\[ E_{XX}(s) = -k_B T \ln \left( \sum_i g_i^2 \right) - k_B T \ln \left( \frac{20}{210} \sum_i g_i^2 \Delta s \right) \]

The interaction potential for an \(ij\) pair was then taken to be:
\[ E_{ij}(s) = E_{ij}(s) - E_{XX}(s) \]

It is interesting that the \(E_{ij}(s)\) results for different pairs of residues found by Bahar and Jernigan actually share similarities to the interaction potentials displayed in Figures 2a and 2b. While the “peculiar” shapes of proteins present obstacles for theoretical treatments (the nonspherical shape for our treatment and the finite size for the treatment of Bahar and Jernigan), the similarities between the interaction potentials from the two different approaches suggest that physically meaningful results can nonetheless be obtained.

DeBolt and Skolnick\(^\text{(5)}\) have used a one-body potential similar to the radial density introduced here. Two differences are worth commenting. The distribution of a particular residue will depend on the size of the protein. We specifically took this into consideration by working with subsets of proteins with similar sizes. In the work of DeBolt and Skolnick, the one-body and pair potentials were treated as individual screening tools. Here we show that they model complementary aspects of residue properties and are integral parts of a single energy function (see eqs 5a and 10).

Implication for Structure Prediction. We have suggested that the interaction potentials reported in the present study are an intrinsic property of residues and have demonstrated that they indeed lead to improved alignment accuracy in sequence--structure threading. The utility of these interaction potentials in threading is under further investigation.
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