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ABSTRACT To investigate roles of electrostatic
interactions in protein binding stability, electrostatic
calculations were carried out on a set of 64 mutations
over six protein-protein complexes. These mutations
alter polar interactions across the interface and were
selected for putative dominance of electrostatic contri-
butions to the binding stability. Three protocols of
implementing the Poisson-Boltzmann model were
tested. In vdW4 the dielectric boundary between the
protein low dielectric and the solvent high dielectric
is defined as the protein van der Waals surface and
the protein dielectric constant is set to 4. In SE4 and
SE20, the dielectric boundary is defined as the
surface of the protein interior inaccessible to a 1.4-A
solvent probe, and the protein dielectric constant is
set to 4 and 20, respectively. In line with earlier
studies on the barnase-barstar complex, the vdW4
results on the large set of mutations showed the
closest agreement with experimental data. The
agreement between vdW4 and experiment supports
the contention of dominant electrostatic contribu-
tions for the mutations, but their differences also
suggest van der Waals and hydrophobic contribu-
tions. The results presented here will serve as a
guide for future refinement in electrostatic calcula-
tion and inclusion of nonelectrostatic effects.
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INTRODUCTION

Most proteins function by interacting with other pro-
teins, DNA, and RNA. The stability of the resulting
specific protein complexes is thus of fundamental impor-
tance. Similar to the folding stability of proteins, the
binding stability must arise from specific interactions
formed upon complexation. However, some of the most
basic questions on binding stability remain unsettled. The
association constant (K,) varies from 10*° to <10 M~*. It
is not clear how the variation of K, by orders of magnitude
can be explained.! While the contribution of hydrophobic
interactions to binding (and folding) stability is univer-
sally accepted, the role of electrostatic interactions is still
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controversial.? We have carried out systematic computa-
tional studies on the contributions of electrostatic interac-
tions to protein folding stability® ® and have begun such
studies on protein binding stability.? The approach is to
directly assess the computed effects of a large number of
charge and polar mutations against experimental results
on stability. The assessment serves both to discriminate
calculation protocols and to generate insight on electro-
static contributions. In this paper we extend the study of
electrostatic contributions to a set of 64 mutations on six
protein—protein complexes.

The six protein complexes have association constants
ranging from ~10'* to <10° M~* [Table I; Fig. 1(a)] and in
each case, electrostatic contributions have been sug-
gested.”1®

® Interleukin-4 (IL4), a four-helix bundle cytokine, forms
a tight complex with the extracellular domain of the a
chain (IL4BP) of the receptor.'® An ion pair between
IL4_R88 and IL4BP_D72 makes a major contribution to
the binding stability [Fig. 1(b)].”'¢ Ionic strength is
found to exert a strong effect on the association rate but
a weak effect on the dissociation rate,® demonstrating
that long-range electrostatic interactions in this com-
plex enhance the rate of complex formation and stabilize
the bound state.'”

® The 12-kD FK506-binding protein (FKBP), upon bind-
ing FK506, acts as a high-affinity inhibitor of cal-
cineurin (CN) [Fig. 1(c)].'® Several charged residues
(e.g., Arg42) of FKBP have been implicated in its
interaction with CN through mutational studies.®!°

® RaplA is a Ras-like GTPase that binds with, among
other targets, the Ras-binding domain of the Sre/Thr-
specific protein kinase c-Rafl [Fig. 1(d)].'® The interface

Feng Dong’s present address is Department of Biochemistry and
Molecular Biophysics, Washington University in St. Louis, St. Louis,
MO 63110.

*Correspondence to: Huan-Xiang Zhou, Department of Physics and
Institute of Molecular Biophysics and School of Computational Sci-
ence, Florida State University, Tallahassee, FL 32306. E-mail:
zhou@sb.fsu.edu

Received 28 November 2005; Revised 10 February 2006; Accepted
29 March 2006

Published online 19 July 2006 in Wiley InterScience
(www.interscience.wiley.com). DOI: 10.1002/prot.21070



88 F.DONG AND H.-X. ZHOU

TABLE 1. Overall Properties of Six Protein Complexes

Protein A° Protein B¢
Number of

Complex K2(10°M 1) PDBP residues? Net charge® Number of residues? Net charge®
1L4:1L4BP 6.7 liarA:B 129(1-129) +7 (9/12]4/10) 188(1-107,112-163,169-197) —5(7/6|9/9)
FKBP:CN 0.13-0.18 1tcoC:(A; BY  107(1-107) +1  (6/8 |6/7) 352;169 (21-372;1-169) —8;—11(17/18|21/22;

6/15|19/13)
Rapl A:Rafl 8.3x10°* lclyA:B 167(1-167) —6(9/10]12/13) 77 (55-131) +4(6/6 | 4/4)
CD2:CD58 33x10°3 1qa9A:B 101(4-105) —1 (2/18|13/8) 95(1-95) —3(2/915/9)
Im9:E9 (4.2 —-6.2)x 10* lemvA:B 86(1-86) -9 (1/6]6/10) 134 (1-134) +7(8/20|7/14)
AChE:Fas 2 X 102 ImahA:F 543(1-543) —9(37/8|27/27) 61(1-61) +4 (5/4|3/2)

2Association constants were from Zhang et al.;” Yang et al.” and Futer et al.;'° Nassar et al.;!' Kim et al.;'?> Wallis et al.

~225 mM; and Radic et al.'® at ionic strength of 100 mM.

13.14 at jonic strength of

bX-ray structures of the complexes were determined by Hage et al.;'® Griffith et al.;'® Nassar et al.;'° Wang et al.;?° Kuhlmann et al;?>! and Bourne
et al.?? Chains making up a single complex are indicated and separated by a colon.
“Protein A and protein B correspond to the protein names before and after, respectively, the colon in the column under “complex.”

dAmino acids included are given in parentheses.

°The total numbers of Arg, Lys, Asp, and Glu are given in the parenthesis in the form of (Arg/Lys|Asp/Glu).
fCalcineurin (CN) has two chains (A and B) but was treated as a single protein in the electrostatic calculations. A semicolon is used to separate
information for the two chains. Its binding partner FKBP has FK506 bound.

of this complex is characterized by complementary
charge interactions.'**®

® The interaction of CD2 and CD58 mediates cell adhe-
sion. The X-ray structure of the adhesion domains of
these two proteins reveals an interface with poor shape
complementarity, perhaps partly explaining the low
association constant,'? and a high concentration of ten
salt bridges and five hydrogen bonds [Fig. 1(e)].2°

® Colicin E9 is a bacterial toxin which kills Escherichia
coli cells through the action of an endonuclease domain.
The host cell co-expresses an inhibitor, immunity pro-
tein 9 (Im9), for self-protection. E9 and Im9 forms a
tight complex [Fig. 1(0]*! with K, approaching 10*
M~ 11314 This complex also shows the telltale sign of
electrostatic rate enhancement, with ionic strength
having a significant effect on association rate and
modest effect on dissociation rate.'*

® Fasciculin 2 (Fas) is a polypeptide toxin that binds to
acetylcholinesterase (AChE) [Fig. 1(g)],>2 an enzyme
essential for the breakdown and recycling of the neural
transmitter acetylcholine. Charged residues on AChE
have been found to be important for the binding affin-
ity.'® Again, ionic strength has disparate effects on
association and dissociation rates.

Our computation is based on the Poisson-Boltzmann
model, which distinguishes itself among alternative ap-
proaches by its relatively low calculation cost and sound
physical basis.??>2% Many methodological advances on the
application of the Poisson-Boltzmann model have been
made.?®~2° However, even with this model, quantitative
prediction of the electrostatic effect of point mutations on
folding and binding stability faces a number of challenges.
The first challenge is to properly model the structural
change brought by the mutation. For cancellation of
numerical errors, the protein structure should be held
fixed to the largest extent possible. Typically, only the
mutated residue is given a modeled conformation. It is not
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clear how many of the neighboring residues should be
included in structural relaxation.

The second challenge arises from the nature of interac-
tions of protein charges with the solvent, that is, water.
There are two distinct (but related) solvation effects
(Fig. 2). Individually each charge has strong favorable
charge—dipole interactions with water. At the same time
the interactions between protein charges are also
screened by water. For a pair of opposite charges at a
fixed distance in a given protein conformation, bringing
the charges closer to the protein surface elicits two
opposing effects. The stronger interactions between the
charges with water lower the free energy of the protein,
but the stronger screening of the charge—charge interac-
tion by water raises the free energy of the protein.
Whether the movement of the two charges produces a
net favorable result depends on the balance of the two
effects. Similarly, when two opposite charges are brought
together by binding or folding, there are two opposite
effects: the desolvation of the charges disfavors the
bound state, but the newly generated interactions be-
tween the charges favor the bound state. Again, whether
a net favorable result is obtained from the charges
depends on the balance of two opposing effects. More-
over, this balance is very sensitive to calculation proto-
cols, in particular, how the boundary between the
protein low dielectric and the solvent high dielectric is
defined. A boundary that exposes protein charges more
to the solvent will yield a lower desolvation cost as well
as weaker interactions between the protein charges. Ulti-
mately, the specification of the dielectric boundary has to
be settled by direct comparison with experimental data.

Experimentally measured effects of point mutations on
binding stability contain both electrostatic and nonelectro-
static contributions. If it is known that for certain muta-
tions electrostatic contributions are predominant, then
direct comparison with electrostatic calculations is justi-
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Fig. 1. Affinity and structures of six protein complexes. a: The six complexes span eight orders of
magnitude in association constant. The structures of the complexes are enlarged in (b—g) for IL4:IL4BP,
FKBP:CN, Rap1A:Raf1, CD2:CD58, Im9:E9, and AChE:Fas. Chains with positive net charges are shown in
cyan; those with negative net charges are in purple. In the FKBP:CN complex, the two subunits (A and B) of CN
are shown in two different shades of purple. In the CD2:CD58 complex, both chains have negative net charges;
CD2 with a smaller magnitude in net charge is shown in cyan. Residues on which mutations were studied here
are shown as sticks, with blue for Arg and Lys, red for Asp and Glu, light blue for Tyr and His, pink for Ser, Thr,
Asn, and GiIn, and green for lle. [Color figure (parts d—h) can be viewed in the online issue, which is available at
www.interscience.wiley.com.]

89

fied. The problem is that there is no way of knowing electrostatic contributions to binding stability. This over-
whether that is the case, hence the third challenge. By  view will enable us to determine when electrostatic contri-
applying a range of calculation protocols on a large set of  butions are expected to be large, hence potentially dominat-

point mutations, we hope to get a more robust overview of  ing, and when they are expected to be small.
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Figure 1. (Continued.)

THEORETICAL METHODS
Electrostatic Contribution to Binding Stability by
Point Mutation

Suppose that protein A and protein B form a complex C
with association constant K,. Now a point mutation on
protein A changes the association constant to K,'. This
change can be traced to the different effects of the muta-
tion on the free energies of the mutation on protein A and
the complex. If the free-energy changes are 3G, and 3G,
respectively, then we have

SAG = — kBT ].Il(Ka’/Ka) = SGC - SGA (1)

PROTEINS: Structure, Function, and Bioinformatics

where kg is the Boltzmann constant and T is the absolute
temperature. We will use “3” to denote the change due to
mutations (or ionic strength, see below) and “A” to denote
the change due to complex formation.

In general, 3G, and 3G will contain both electrostatic
and nonelectrostatic effects. If the electrostatic effects,
denoted with a subscript “el,” are dominating, or alterna-
tively, the nonelectrostatic effects in 3G, and 3G largely
cancel, then

SAG =~ BA(;el = 8C;C;el - 8(;A;el (2)

DOI 10.1002/prot
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(a) (b)
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+

Fig. 2. lllustration of solvent effects on the electrostatic energy of a
protein or protein complex. a: Each charge (“+” or “—") of the protein has
a favorable interaction with solvent dipoles (small arrows). At the same
time the solvent also screens the interaction between the charges. If the
two charges were brought closer to the protein surface, the interaction of
each charge with the solvent would become stronger, but the interaction
between the two charges would become weaker because of increased
screening by the solvent. b: Before two proteins form a complex, a charge
on either protein has strong interaction with the solvent. After complex
formation, the interaction with the solvent becomes less favorable
because the charge is less accessible to the solvent, leading to desolva-
tion cost. However, opposite charges on the two proteins, brought closer
by the complex formation, will have favorable interactions and compen-
sate for the desolvation cost.

The gist of the present study is the direct comparison of
calculated 3AG,; against experimental 3AG in cases where
electrostatic contributions are putatively dominating.

The overall contribution of electrostatic interactions to
the binding stability is

AC;el = GC;el - GA;el - GB;el (3)

where Gp., is the electrostatic free energy of protein
(complex) P.

Decomposition of Electrostatic Contribution

Further insight to electrostatic contribution can be
gained by decomposition:

Gel = Gres + Gprot + Gint (4)

where G,.. is the electrostatic free energy if only the
residue undergoing mutation is charged, G, is the
counterpart with the rest of the protein charged but the
residue is completely discharged, and G, results from
interactions between the two parts of the protein (Fig. 3).
This decomposition applies to both protein A (where the
mutating residue is located) and the complex C. For
protein A, the interaction is between the residue and the
rest of the protein; the energy is denoted as G 5 ;.. For the
complex, the interaction is with the rest of protein A and
with the whole protein B; the two contributions are
denoted as G¢ i1 and Gi,yie. For protein B before complex
formation, the only component is Gg,_,,,..i- The difference in
electrostatic free energy upon complex formation is then

A(;"el = AC‘;res + A(;'pmt + AC‘;intl + Gint2 (53)
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Fig. 3. Decomposition of the electrostatic free energy. The mutated
residue, located on protein A, is shaded in white, whereas the rest of the
protein A and the whole of protein B is shaded in gray. The energy arising
solely from the charges of the mutated residue is denoted as G, Where
P is A (or C) before (or after) complex formation. Ge.,,.. arises from the
charges on either the rest of protein A when P is A, or the whole of protein
B when P is B, or the rest of the protein complex when P is C. The energy
of interaction between the residue and the rest of protein A is denoted as
Gp.int1» Where P is A (or C) before (or after) complex formation. After
complex formation, there is an additional interaction between the residue
and protein B, which is denoted as G, here and just G, elsewhere.

Where AGres = GC;res - GA;res? AGprot = GC;prot - GA;prot -
GB.prot» AN AG;01 = Geingt — Gasine:- When the residue is
mutated, the change in AG,, is

dAG ¢ = dAG s + BAG ot + dAG y + 8A1e (BDb)
Note that 8AG .. = 3Gc.prot — G prot iNVOlves only the
complex and protein A, like all the other terms in Equation
5b. Thus protein B in isolation is not required for calculat-
ing 8AG,,. For a mutation that simply discharges a residue
X and leaves the rest of the protein (complex) unchanged,
denoted as “X — 07, G,os, Gint1, and G, are zero after the

res’ i

mutation and G, is unchanged by the mutation, hence
3AGa(X = 0) = AG,(X) + AGiu(X) + Ginz(X)  (6)

Double Mutants and Coupling Energy

A double mutation can be viewed as two consecutive
single mutations. Consider the case where the first single
mutation is to change residue X on protein A into X' and
the second single mutation is to change residue Y on
protein B into Y'. If the association constant is changed
from K, to K", then

SAG(XY = X'Y') = — kyT In(K,"/K,) = [Go(X'Y')
— GcXY)] — [GaX') = GA(X)] — [Ge(Y') — Gg(Y)] (7a)

= [GeXY') = GeX'Y)] — [Gp(Y') — Gp(Y)] + [Gc(X"Y)
= GeXY)] = [GaX') = Ga(X)] = 3AGX'Y = X'Y")

+ 3AGXY —X'Y) (7b)
A double-mutant cycle allows for the isolation of the
interaction between residues X and Y.?° To illustrate the
basicidea, let us focus on the electrostatic contribution and
consider the case where the mutations are simply to
discharge residues X and Y. Then the second term of
Equation 7b is directly given by Equation 6. The first term
can also be obtained from Equation 6, but with Y replacing
X and the interaction between X and Y, G;,(X-Y), missing
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from G,,,5(Y). The latter is because the Y mutation is made
on the neutralized X background. Consequently

SAG(XY — 00) = 3AGXY — XO0) + 3AGXY — 0Y)
- GnX-Y) (8a)
Or
G onpX = Y) =3AGXY — 00) — 3AG(XY —XO)
- 3AGXY - 0Y) =G (X -Y) (8b)

In practice, truly “neutralizing” mutations are impossible
to make and the assumption of additivity inherent in
deriving Equation 8 may not be valid. Nonetheless the
coupling energy G.,,,,(X-Y) obtained from a double-mutant
cycle provides the closest estimate to the interaction
energy G;,(X-Y) between two residues. In G, ,(X-Y)
effects from nonelectrostatic sources are also reduced to a
minimum, hence a comparison of experimental and calcu-
lated G.,.,(X-Y) offers one of the best tests of electrostatic

models.

Setup of Electrostatic Calculations

The electrostatic free energy of each protein or complex
was calculated from the linearized Poisson-Boltzmann
equation. If the protein has N atoms with partial charges
q;,1 = 1to N, and the electrostatic potentials at the atoms
are ¢;, then

N
Gy = Eqicbi/Z 9)

i=1

The electrostatic potential at each position is the sum of
the contributions from all the charges, and each contribu-
tion is proportional to the particular partial charge. The
energy of interaction between two sets of charges, 1 and 2,
can be calculated from the potential arising from either set
1, denoted as ¢,(1), or from the corresponding quantity
$,(2) arising from set 2. Specifically,

Gim(1—2) = D2 qdi(1) = X qihi(2)

set 2 set 1

(10)

In the first expression, the potential arising from set-1
charges is calculated at the positions of the set-2 charges,
and the sum is over the set-2 charges. In the second
expression, the roles of set 1 and set 2 are reversed. The
identity of the two expressions can serve as an important
check on numerical accuracy.

The electrostatic free energy can be decomposed into a
Coulombic term, obtained when the protein dielectric
(with dielectric constant ) is extended to infinity, and a
solvation term, when the solvent dielectric is accounted
for:

Gel = GCoul + Gsolv (11)
For a set of charges g;, the Coulomb term is
Geou = 166 2.9:q; /e, (12)

i#j
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\yhere r; is the distance between charges ¢; and g, in
Angstroms and the resulting energy is in kcal/mol. To
maximize cancellation of numerical errors, the Poisson-
Boltzmann equation was solved twice, once with the actual
solvent dielectric and once with the protein dielectric
extended to infinity. The difference in energy between
these two calculations gave G,,,. The Coulomb term,
calculated according to Equation 12, was then added when
necessary.

An explanation for how each of the four terms in
Equation 5b was calculated is in order. AG, ., was calcu-
lated with the residue under mutation charged but the rest
of the protein or protein complex uncharged. The Coulomb
term of G, is exactly the same before and after complex
formation and hence was not needed. For AG,,,, again
only the solvation term, obtained with the protein or
protein complex charged but the residue uncharged, was
needed, since the Coulomb term is not changed by muta-
tion. The energy of interaction between the residue and
the rest of the protein or protein complex was calculated by
either charging the residue or charging the rest of the
protein or protein complex. The two ways gave nearly
identical results. The resulting 8AG,, from this decomposi-
tion procedure was also checked against that calculated
according to Equation (3). In the latter method, the overall
electrostatic contribution AG,, was calculated before and
after the mutation, and the difference gave 3AG,,. The two
methods gave very close results.

Once the potential of the mutated residue was calcu-
lated, further decomposition of the interaction energy was
easily done. For example, the decomposition of the interac-
tion energy in the complex into Gg.n; and G, was
accomplished by multiplying the potential from the mu-
tated residue with the charges of protein A and protein B,
respectively, in the complex. Contributions to G¢.;,,;; and
Ginto from interactions with individual residues, on pro-
tein A and on protein B, respectively, could also be
obtained by multiplying the potential with the charges of
those residues. For interactions with protein A residues,
the net contribution to binding stability is given by AG,,;; =
Geint1 — Gaiint1, Which was obtained by calculating the
potential of the mutated residue twice, once with the
residue within protein A only and once with the residue
within the complex.

The Poisson-Boltzmann equation was solved using the
UHBD program.?* Details are listed in Table II. Three
protocols were tested. In the first, denoted as vdw4, the
dielectric boundary between the protein and the solvent
was defined as the van der Waals surface of the protein
and the protein dielectric constant was assigned a low
value of 4. In the other two protocols, the dielectric
boundary was defined as the commonly used molecular
surface. This surface, denoted as SE, is the surface from
which a spherical solvent probe with a 1.4-A radius is
excluded from the protein interior. The protein dielectric
constant was then assigned a value of either 4 or 20,
leading to protocols SE4 and SE20. The relatively high
value of 20 was originally used by Antosiewicz et al.?! in
pK,, calculations.

DOI 10.1002/prot
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TABLE II. Setup of Electrostatic Calculations

Solvent conditions® AG,, (kcal/mol)*®
Complex I(mM) T (K) Discretization® vdW4 SE4 SE20
IL4:IL4BP 150 298 100 — 140 — 140 —14.8 —4.6 -85
FKBP:CN 100 303 100 — 160 — 200 0.7 26.5 3.7
Rapl A:Rafl 65 300 100 — 140 — 140 -8.7 0.5 -5.2
CD2:CD58 100 298 100 — 140 — 140 —7.6 16.9 —2.9
Im9:E9 225 298 100 — 140 — 140 -8.0 45 —-44
AChE:Fas 100 298 100 — 180 — 240 -9.1 9.7 —4.7

2Solvent conditions were matched to those in experimental studies. The solvent dielectric constant €, was set to the value of water at the selected

temperature (e.g., 78.5 at 298 K and 76.6 at 303 K).

PDiscretization for PB calculations had the same dimension along the three Cartesian coordinates. First a course grid, with a dimension of 100 in
each direction and a grid size of 1.5 A, was centered at the geometric center of each complex. This grid was large enough so that boundary effects
can be neglected. Then a finer grid, with a dimension of 140, 160, or 180 in each direction and a grid size of 0.7 A, was placed at the same center.
This grid was large enough to cover the entire complex. The boundary conditions were calculated from the results on the course grid. An even finer
grid, with a dimension of 140, 200, or 240 in each direction and a grid size of 0.25 A, was centered on the CB atom of the residue (or CA in the case

of a Gly residue) to be mutated.

“The three protocols differ in the specification of the dielectric boundary (vdW or SE) and the value of the protein dielectric constant (4 or 20).

The PDB entries used for the six protein complexes studied
are listed in Table I. Onto each PDB, hydrogens were added
to all heavy atoms and energy-minimized in the InsightII
program (version 2000, Accelrys, San Diego, CA). Mutation
was modeled by replacing the side chain and energy-
minimizing its conformation. The subunits of the wild-type
or mutant complex were then separated into protein A and
protein B. For the Poisson-Boltzmann calculations, protein
charges were from the Amber force field®? and the radii were
adapted from OPLS?? and Bondi radii.®* Specifically, the
radii of carbon, hydrogen, nitrogen, oxygen, and sulfur were
1.9, 1.2, 1.625,1.48, and 1.775 A, respectively. Arginine and
lysine residues were taken to be positively charged and
aspartate and glutamate residues were taken to be nega-
tively charged; all other residues were neutral. pK,s of
ionizable groups may shift upon complex formation and thus
changes in ionization states could affect binding stability;
this effect was not considered in the present study. Solvent
temperature and ionic strength, listed in Table II, were
selected to match experimental conditions.

Area of solvent accessibility (ASA) was calculated using
the DSSP program.®® van der Waals interaction energy
AG, 4w between the proteins in a complex was calculated
with parameters in the Amber force field.??

Collection of Mutations

Our focus was on mutations that could have dominant
electrostatic contributions to the change in binding stability.
Therefore all substitutions between nonpolar residues were
not considered. Other cases not considered were alanine
mutations of polar residues in which the polar groups (such
as the hydroxyl of tyrosine) are not in direct interactions with
the partner protein, with the exception of Rafl_Q66A, which
was retained as a counter example. For the I1.4:IL4BP
complex, our study included 12 single mutations in Table 3 of
Zhang et al.” (see Table III). In addition, six double mutants
were studied to assess the calculation of coupling energy
(also listed in Table III). For the FKBP:CN complex, 14 single
mutations from Table I of Yang et al.® and Table I of Futer et
al.'® were studied (see Table IV). For the RaplA:Rafl com-
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plex, our study included 13 single mutations from the work of
Nassar et al.'' (listed in Table V). For the CD2:CD58
complex, 10 single mutations from the work of Kim et al.'?
were studied (see Table VI). For the Im9:E9 complex, our
study included five single mutations that were found by
Wallis et al.'® to affect the binding stability by more than 1
kcal/mol (see Table VII). For the AChE:Fas complex, four
single mutations from Table III of Radic et al.'® were studied
(see Table VIII). In total, our study covered 64 mutations on
the six protein complexes.

RESULTS
Overall Electrostatic Contribution to Binding
Stability

The net charges of the proteins of the six complexes are
listed in Table I. In all but one complexes, the proteins
have opposite charges. The exception is the CD2:CD58
complex, in which both proteins carry a small net negative
charge. The net charge on FKBP is also small.

The overall electrostatic contributions to the binding
stability of the six complexes are listed in Table II. As
found previously on the barnase:barstar complex,? the
vdW4 and SE20 protocols gave qualitatively similar re-
sults. They predicted favorable electrostatic contributions
for five of the complexes, including the CD2:CD58 complex
with like-charge partners. For the FKBP:CN complex,
vdW4 and SE20 predicted a net unfavorable electrostatic
contribution. On the other hand, SE4 predicted unfavor-
able electrostatic contributions for five of the six com-
plexes. That the predicted contributions by vdW4 and
SE20 were favorable for like-charge partners CD2 and
CD58 and unfavorable for opposite-charge partners FKBP
and CN indicate that the distributions of charges, not just
the net charges, are important for electrostatic contribu-
tion. In particular, charges around the interface are likely
to make far greater contributions to binding than those
away from the interface. That vdW4 and SE4 predicted
opposite overall electrostatic contributions in four of the
six complexes indicate sensitivity of calculated results on
the specification of the dielectric boundary.
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TABLE I11. Effects of Mutations on the Stability of the IL4-IL4ABP Complex®

Energetic decomposition Interactions®
Protocol 3AG, SAG, SAG, 1ot SAG; 11 3G o Energy (kcal/mol) Distance (A)
14 _E9Q BAG,,, = 3.0; SAASA = 0)
vdW4 2.98 —2.58 0.22 2.32 3.02 114 K12:14 OE2-NZ:4.9
SE4 7.10 —10.3 —0.04 8.10 9.36 II4BP_Y13:14 OE2-OH: 2.9
SE20 1.12 -1.61 —-0.01 1.66 1.08 IL4BP_S70: 1.3 OE1-N:2.8
II4BP_Y183:1.1 OE2-OH: 2.7
T4 T13A BAG,,, = 1.0; SAASA = 17)
vdW4 0.60 -0.11 0.03 0.10 0.58 IL4BP_Y127:0.7 OG1-OH: 2.6
SE4 1.05 —0.22 0.21 —0.06 1.12
SE20 0.22 —0.03 0.03 0.02 0.20
114 R53A BAG.,, = 1.7 3AASA = —58)
vdW4 0.25 —0.52 -0.13 0.78 0.12 114 D87:1.1 NH2-ODI: 2.9
SE4 1.36 —2.77 —0.61 494 —0.20
SE20 0.37 -0.43 0.00 0.48 0.32
I14_R88A (BAG ., = 3.9; BAASA = —119)
vdW4 4.18 -1.32 —0.68 —0.24 6.42 IL4BP_D67:1.4 NH2-0D2: 5.3
SE4 4.62 —4.72 —3.56 —0.44 12.46 IL4BP_D72:5.0 NH2-0D2: 2.9
SE20 2.83 -0.98 —-0.35 —-0.10 4.26
I14_N89A (BAG,,, = 1.4; 8AASA = 15)
vdW4 0.38 -0.22 —-0.12 0.12 0.60
SE4 131 —0.72 0.55 0.30 1.18
SE20 0.28 —0.11 0.11 0.02 0.26
IL4BP_Y13F (3AG,,, = 1.9; 3AASA = 2)
vdW4 0.66 —0.10 -0.24 0.02 0.98 14 E9:1.2 OH-OE2: 2.9
SE4 1.80 —0.05 0.01 —0.92 2.76
SE20 0.36 0.00 0.00 0.00 0.36
IL4BP_D67A (3AG,, = 2.3; BAASA = —51)
vdW4 4.38 -1.17 —0.38 —1.02 6.96 II4 R81:1.5 OD1-NH2: 3.8
SE4 6.17 —5.5 -0.97 —2.08 14.72 114 R85:4.1 OD2-NE: 2.9
SE20 3.52 -1.07 —-0.09 —0.38 5.06 14 _R88:1.5 OD2-NH2: 5.3
IL4BP_D72: 0D1-0OD2: 7.2
-0.5
IL4BP_D72A (3AG,, = 4.3; 3AASA = —19)
vdW4 3.83 -1.31 —0.38 —0.02 5.54 114 _R88:5.3 OD2-NH2: 2.7
SE4 7.02 —5.30 0.22 1.22 10.88
SE20 2.69 —0.87 0.04 0.00 3.52
IL4BP_D72N (3AG,,,, = 4.5; 3AASA = 4)
vdW4 3.01 -1.13 0.20 —-0.10 4.04 114 _R88:3.7 OD2-NH2: 2.7
SE4 4.62 —4.85 0.17 0.88 8.42
SE20 2.15 —0.81 0.00 —0.04 3.00
IL4BP_Y127A (BAG ., = 2.2; BAASA = —101)
vdW4 0.32 -0.18 —0.32 0.00 0.82 114 _T13:0.7 OH-0OG1:2.6
SE4 —0.05 —0.75 —1.06 —0.02 1.78
SE20 0.21 -0.11 —0.06 0.00 0.38
IL4BP_Y183A (3AG,, = 3.7; BAASA = —16)
vdW4 1.29 —0.24 —0.75 —0.08 2.36 14 E9:1.9 OH-OE2: 2.7
SE4 1.13 —0.52 -3.21 -0.32 5.18
SE20 0.51 —0.06 -043 —0.04 1.04
IL4BP_Y183F (BAG,,, = 3.2; 8AASA = 2)
vdW4 1.46 -0.22 —0.50 —0.06 2.24 114 E9:1.8 OH-OE2: 2.7
SE4 4.02 -0.14 —-0.38 —0.28 4.82
SE20 0.87 —0.02 —0.05 —0.04 0.98
I14_E9Q/ILABP_Y13F BAG,,, = 4.3; SAASA = 3)
vdW4 2.38 —2.74 0.16 2.00 2.96
SE4 6.35 —10.34 0.09 8.02 8.58
SE20 0.93 -1.61 0.00 1.66 0.88

Comparison of Calculated 5AG,, and Experimental

SAG

Of'the 64 mutations, eight had experimental 3AG totally
different from predicted 3AG,, by all three calculation
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protocols. These will be further discussed later. Another

mutation, Rafl_Q66A, was included as an example of
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mutation on a polar residue in which the polar groups are
not in direct interaction with the partner protein [Fig.
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TABLE III. Continued
Energetic decomposition Interactions®
Protocol 3AG, BAG, o SAG ot 3G 3Ginto Energy (kcal/mol) Distance (A)
14 E9Q/ILABP_Y183A (BAG,,, = 5.5; SAASA = —17)
vdW4 3.20 —2.85 -043 2.18 4.30
SE4 5.20 —10.84 —3.64 7.78 11.90
SE20 1.09 -1.67 —0.46 1.62 1.60
IL4_E9Q/ILABP_Y183F (8AG., = 5.0; SAASA = 6)

vdW4 3.63 —2.84 —-0.03 2.18 4.32
SE4 8.80 -10.47 —-0.69 7.76 12.20
SE20 1.56 -1.63 —-0.07 1.62 1.64

L4 T1SA/ILABP_Y127A (BAG,,, = 2.5; SAASA = —100)
vdW4 0.37 -0.21 —0.22 0.12 0.68
SE4 —0.08 -0.90 —-0.78 —0.08 1.68
SE20 0.21 —0.13 0.34 —0.32 0.32

I14_R88A/ILABP_D72A (3AG.,, = 5.3; BAASA = —130)
vdW4 3.95 -1.71 —0.66 —0.54 6.86
SE4 2.78 —6.22 —3.62 0.24 12.38
SE20 2.61 -1.36 —-0.35 0.36 4.68

IL4_R88A/ILABP_D72N BAG,,, = 4.7; SAASA = —118)
vdW4 4.07 —1.54 —0.63 —0.68 6.92
SE4 2.70 —5.94 —3.52 —0.28 12.44
SE20 2.57 —1.33 —0.36 —0.46 4.72

aThe list of mutations is from Table 3 of Zhang et al.” All energies are in keal/mol, distances in A, and mutational changes in buried area of solvent

accessibility (SAASA) in A2

PChanges in interaction energies calculated by the vdW protocol are listed. Interaction refers to that between the residue under mutation and
another residue on either the same subunit or the other subunit. The contribution of a residue pair to 8AG,,,, or 8G,,,,, is listed if the magnitude is
greater than 1.0 kcal/mol. If no such partner residue is found, then the energy cutoff is lowered to 0.5 kcal/mol. Positive values indicate that the
interactions are more favorable in the wild-type complex. For each residue pair, the atoms with the closest polar contact and the contact distance

in the wild-type complex are also listed.

1(d)]. In this case all three calculation protocols predicted
minimal electrostatic effect for the mutation, compared to
a 1.6 kcal/mol destabilization found experimentally (Table
V). For the remaining 55 mutations, comparison of experi-
mental 3AG and predicted 3AG,, are shown in Figure
4(a—c) for the three calculation protocols. Among the three
protocols, vdW4 showed the closest agreement with experi-
mental data, but even for this protocol the root-mean-
square-deviation (RMSD) was as large as 1.46 kcal/mol. In
comparison, the RMSDs of the SE4 and SE20 predictions
were 2.03, and 1.82 kcal/mol, respectively. The relative
performance of the three protocols found here on the large
set of mutations is in agreement with what was found in
previous studies on the barnase:barstar complex.?3The
electrostatic calculations by the vdW4 protocol appear to
systematically underestimate the destabilizing effects of
the mutants. Out of the 55 mutations, 3AG,, < experimen-
tal 3AG in 37 cases. The underestimation was also seen in
a previous study on the barnase:barstar complex,? where it
was attributed to the neglect of hydrophobic and van der
Waals interaction. This possibility will be further investi-
gated below.

Comparison of Calculated and Experimental
Coupling Energies

Six double mutations on the IL4:IL4BP complex were
studied to test the calculation of coupling energy. These
six, IL4_E9Q/IL4BP_Y13F, IL4_E9Q/IL4BP_Y183A,
IL4_E9Q/IL4BP_Y183F, IL4_T13A/IL4BP_Y127A,
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IL4_R88A/IL4BP_D72A, and IL4_R88A/IL4BP_D72N,
are among the double mutants that Zhang et al.” found to
have the highest coupling energies in magnitude. Compar-
ison against experimental data is shown in Figure 5 for
the three calculation protocols. vdW4 again showed the
best agreement with experiment. Overall SE4 overesti-
mated the magnitudes of coupling energies whereas SE20
underestimated them.

Decomposition of 6AG,;

Decomposition of 8AG,, according to Equation 5b further
highlights the differences among the three calculation proto-
cols. As Tables III-VIII show, of the four terms, 3AG,,,,, the
effect of mutation on the desolvation cost of the rest of the
protein, is quite small, as expected. 8AG,,, vanishes for an
idealized “X — O” mutation, which simply discharges a
residue X. In general, SE4 yielded large magnitudes for both
the residue desolvation cost 3AG, .., and the interaction terms
3AG,,,; and 3G,,,. For example, for the IL4_E9Q mutation
on the IL4:IL4BP complex, the values of 8AG, ..., dAG, 1, and
3G,,o according to SE4 were —10.3, 8.1, and 9.4 kcal/mol,
respectively, resulting a destabilizing effect of 7.1 kcal/mol.
In comparison, the three terms according to vdW4 were —2.6,
2.3, and 3.0 kcal/mol, respectively. The contrast between SE4
and vdW4 is explained by the less solvent exposure of protein
charges in the former protocol, in which crevices not acces-
sible to a 1.4-A solvent probe are assigned to the protein
dielectric. The large magnitudes of 3AG;,, in the SE4
calculations lead to the overestimated magnitudes of cou-
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TABLE 1V. Effects of Mutations on the Stability of the FKBP:CN Complex®

Energetic decomposition Interactions®
Protocol SAG, SAG,. BAG ot SAG; 11 3G o Energy (kcal/mol) Distance (A)
FKBP_K35I (8AG,,,, = 0.0; SAASA = 14)
vdW4 3.83 —1.57 -0.48 1.54 4.34 FKBP_D41:1.9 NZ-OD1: 2.7
SE4 7.86 —5.65 -0.81 5.66 8.66 CNA_L312:1.1 NZ-0:2.7
SE20 3.13 —1.08 —-0.09 1.10 3.20 CNA_D313: 1.7 NZ-OD2:5.3
FKBP_D37V (3AG,, = 3.2; 3AASA = 3)
vdW4 —0.90 —-0.70 0.02 148 —1.70 FKBP_D41: —1.0 0OD1-0OD2: 4.0
SE4 —0.30 —4.57 4.10 2.91 —2.74 FKBP _R42: 14 OD1-NH1:3.1
SE20 —0.85 —-0.69 0.02 1.20 —1.38
FKBP_RA40A (3AG,,,, = 0.0; SAASA = —28)
vdW4 0.68 —-0.25 -043 0.22 1.14
SE4 0.68 —-0.76 —0.42 0.34 1.52
SE20 0.95 —0.20 0.01 0.16 0.98
FKBP_R42A BAG,.,,, = 2.1; 3AASA = —42)
vdW4 1.96 —1.08 —-0.18 1.28 1.94 FKBP_D37:1.2 NH1-OD1:3.1
SE4 3.93 —5.50 —-0.35 5.22 4.56
SE20 1.67 —-0.80 0.03 1.02 148
FKBP_R42I BAG,,,, = 3.1; 8AASA = —17)
vdW4 2.38 —1.06 0.20 128 1.88 FKBP_D37:1.2 NH1-OD1:3.1
SE4 421 —5.54 -0.17 5.30 4.62
SE20 1.80 —-0.80 0.08 1.04 148
FKBP_R42K (3AG,,,, = 2.8; 3AASA = —12)
vdW4 —0.30 0.36 -0.18 —0.38 -0.10
SE4 —0.64 1.74 —-0.76 -1.18 -0.44
SE20 —0.07 0.31 —0.06 —0.34 0.02
FKBP_RA42Q (BAG.,,, = 2.5 t0 2.8; SAASA = —13)
vdW4 1.88 -0.99 —-0.15 1.14 1.88 FKBP_D37:1.1 NH1:0D1:3.1
SE4 3.99 —4.97 —0.38 4.70 4.64
SE20 1.71 —-0.72 0.01 0.94 148
FKBP_K44A (BAG,, = —1.2; 3AASA = —115)
vdW4 0.17 —0.84 -0.27 0.06 1.22 CNB_N121:1.40 NZ-OD1:2.6
SE4 -1.26 —2.62 -04 —0.18 1.94
SE20 —0.05 —-0.6 —-0.07 0.14 0.48
FKBP_Q53A (8AG,,,, = —0.3; SAASA = —94)
vdW4 —0.20 0.00 —-0.26 0.02 0.04
SE4 -1.76 —-0.20 —1.66 0.02 0.08
SE20 —0.29 —-0.03 —0.32 0.04 0.02
FKBP_H87A (8AG., = 0.0 to —0.6; SAASA = —64)
vdW4 0.28 —-0.07 0.01 0.12 0.22
SE4 —0.36 —047 -0.49 0.20 0.40
SE20 0.02 —0.05 -0.11 0.04 0.14
FKBP_H8T7F (BAG,,,, = 0.4; 3AASA = 16)
vdW4 0.19 —-0.03 0.06 0.10 0.06
SE4 —0.28 -0.31 -0.11 0.10 0.04
SE20 0.01 0.04 —-0.03 0.04 0.04
FKBP_HS7L (3AG,,,, = 0.3; SAASA = —37)
vdW4 0.25 —0.07 0.02 0.10 0.20
SE4 —0.30 -0.49 —-0.35 0.18 0.36
SE20 0.07 —0.05 —0.06 0.04 0.14
FKBP_H87V (3AG,.,,, = 0.9; SAASA = —52)
vdW4 0.18 —-0.07 —-0.07 0.10 0.22
SE4 —0.35 -0.49 —0.42 0.20 0.36
SE20 0.07 —0.05 —0.06 0.04 0.14
FKBP_I90K (8AG,,;, = 2.7 to 4.7; SAASA = 28)
vdW4 0.84 2.70 0.02 —0.10 —1.78 CNA_D348: —1.3 NZ-OD1: 8.6
SE4 5.31 10.23 —-0.26 -0.94 -3.72
SE20 —0.13 1.52 —-0.03 —0.04 —1.58

aThe list of mutations is from Table 1 of Yang et al.” and Table 1 of Futer et al.’®
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Energetic decomposition Interactions®

Protocol 3AG, BAG, SAG ot 3AG, 1 3Ginio Energy Distance

Rafl_R59A (BAG,,, = 1.9; SAASA = —33)
vdW4 2.36 —0.47 —0.57 —0.38 3.78 RaplA _E37:3.1 NH1-OE1: 3.0
SE4 3.06 -1.04 —1.62 —-0.88 6.60
SE20 1.90 -0.23 —-0.23 —-0.36 2.72

Rafl_N64A (3AG,,,, = 0.5; SAASA = —56)
vdW4 0.26 —0.06 —-0.20 —0.02 0.54 RaplA_R41:0.5 OD1-NH2: 2.9
SE4 0.12 —0.28 —0.66 —0.06 1.12
SE20 0.15 —0.05 -0.10 —0.02 0.32

Rafl _N64D BAG.,,,, = 1.5; BAASA = —20)
vdW4 —-0.87 0.75 0.00 —-0.20 —1.42 RaplA R41: -2.0 OD1-NH2: 2.9
SE4 —0.93 2.46 —0.27 —0.20 —2.92
SE20 —0.52 0.51 —0.05 —-0.20 —0.78

Rafl_K65A (BAG,, = 1.1;8AASA = —47)
vdW4 —0.40 -0.11 —0.07 —0.08 —0.14 RaplA_E3:0.8 NZ-OE1: 4.8
SE4 -1.38 —0.55 -0.41 -0.14 -0.28 RaplA_R41: —0.9 NZ-NH1: 4.6
SE20 —0.42 -0.15 —-0.07 —0.06 -0.14 RaplA_E54: 0.5 NZ-OE1:8.1

Rafl_K65E (8AG,,,, = 0.9; 3AASA = 4)
vdW4 —0.46 0.24 0.02 —-0.28 -0.44 RaplA_E3:1.6 NZ-OE1: 4.8
SE4 —0.65 0.91 —0.02 —-0.26 —1.28 RaplA_K5: —1.1 NZ-NZ: 8.6
SE20 —0.45 0.20 —-0.01 —-0.16 —0.48 RaplA_R41: —2.2 NZ-NH1: 4.6
RaplA_E54:1.2 NZ-OE1:8.1

Rafl_K65M (BAG,,,, = 0.7; 3AASA = —19)
vdW4 —0.35 -0.11 0.00 -0.10 —0.14 RaplA_E3:0.9 NZ-OE1: 4.8
SE4 -1.20 —0.54 -0.18 —-0.16 -0.32 RaplA_K5: -0.5 NZ-NZ: 8.6
SE20 -0.40 -0.15 —-0.03 —-0.08 -0.14 RaplA_R41: 1.0 NZ-NH1: 4.6

RaplA_E54: 0.5 NZ-OE1:8.1

Rafl_Q66A (BAG,,, = 1.6;8AASA = —29)
vdW4 —0.02 —0.07 —-0.09 -0.15 0.06
SE4 0.03 —0.42 -0.15 -0.27 0.12
SE20 0.01 —0.07 0.00 0.00 0.00

Rafl_R67A (BAG,, = 1.5; 3AASA = —113)
vdW4 1.20 —0.47 —0.33 —0.36 2.36 RaplA E37:14 NH1-OE2: 4.1
SE4 -0.93 —2.25 -1.90 —1.40 4.62 RaplA _E54:1.3 NH2-OE2: 3.7
SE20 0.94 —0.54 —-0.26 —-0.38 2.12

Rafl_T68A (BAG,,,, = 1.5; 3AASA = —2)

vdW4 0.85 -0.12 —-0.25 —-0.16 1.38 RaplA_D38:1.3 0G1-0D1: 2.7
SE4 1.37 -0.18 -0.19 —-0.38 2.12
SE20 0.31 —0.02 —-0.01 —-0.10 0.44

Rafl_K84A (BAG,,, = 1.3; 8BAASA = —60)
vdW4 2.12 -0.41 —-0.37 —-0.62 3.52 RaplA_D33:2.7 NZ-0D2: 2.9
SE4 2.33 -1.15 -1.38 -1.12 5.98 RaplA_D38: 1.0 NZ-OD2: 8.8
SE20 1.50 -0.29 —-0.25 -0.44 2.48

Rafl_K84E (BAG,,, = 2.2; 8AASA = —19)
vdW4 2.65 —0.26 —-0.35 —1.06 4.32 RaplA_K31: -1.0 NZ-NZ: 8.5
SE4 3.52 —0.80 -1.18 0.26 5.24 RaplA_D33:34 NZ-0D2: 2.9
SE20 2.10 -0.14 —-0.20 —-0.78 3.22 RaplA_D38: 1.5 NZ-OD2: 8.8

Rafl_R89IL (BAG,,, > 2.6; 3AASA =7)
vdW4 3.63 -1.79 —0.34 —-0.30 6.06 RaplA_D38: 3.4 NH2-OD1: 2.9
SE4 6.08 —6.17 —-0.61 -0.48 13.34 RaplA_S39:1.2 NH2-0G: 5.3
SE20 2.68 —1.00 —0.06 —0.22 3.98 RaplA_D57:1.0 NH2-0D2: 7.2
RaplA_K31E (BAG,,, = —1.8; SAASA = 57)

vdW4 —2.08 0.16 0.00 0.84 -3.10 Rafl _K84: —1.4 NZ-NZ: 8.5
SE4 -154 0.96 0.06 1.34 —3.90
SE20 -1.93 0.22 0.01 0.68 —2.84

aThe list of mutations is from Table 2 of Nassar et al.*

pling energies noted earlier. From here on, unless otherwise
indicated, calculation results will refer to those obtained by
the vdW4 protocol.Tables III-VIII also list the effects of
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mutations on the interaction energies of mutated residues
with other individual residues. The interactions sometimes
had magnitudes over 3 kcal/mol, e.g., between ILL.4_R85 and
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TABLE VL. Effects of Mutations on the Stability of the CD2:CD58 Complex®

Energetic decomposition Interactions®
Protocol 3AG,, 3AG, SAG, 101 3AG; 1 3Gipio Energy Distance
CD2_D31A (8AG .y, > 2.3; S3AASA = 5)
vdW4 1.86 -0.51 —0.05 1.06 1.36 CD2_R48:1.0 OD1-NE: 3.1
SE4 2.58 =311 -1.23 2.50 4.42 CD58_K34: 1.8 OD2-NZ: 5.5
SE20 0.93 —0.56 -0.13 0.78 0.84 CD58_E37: —1.2 OD2-OE2: 6.1
CD58_R44: 2.2 OD2-NH1:3.1
CD2_D32A (8AG., > 2.9; S3AASA = 3)
vdW4 0.67 —0.62 -0.13 2.02 —0.60 CD58_K29: 1.0 OD2-NZ: 8.3
SE4 3.16 —2.68 —1.68 5.46 2.06 CD58_K34: 3.1 OD2-NZ: 3.2
SE20 —0.57 -0.48 -0.13 1.34 —0.16 CD58_E37: —1.5 OD2-OE1:4.9
CD58_E39: —1.1 OD1-OE1:6.3
CD2_K34A (3AG,,,, > 2.3; SAASA = —41)
vdW4 0.96 -0.73 0.01 0.44 1.24 CD58_E25:1.0 NZ-OE1:7.8
SE4 —1.80 —3.98 —1.04 1.20 2.02 CD58_K29: —1.7 NZ-NZ:5.2
SE20 0.36 -0.82 —0.16 0.38 0.96 CD58_K34: —1.6 NZ-NZ: 6.5
CD58_E37:1.0 NZ-OE1:7.6
CD58_E78:1.8 NZ-OE1: 4.0
CD2_K41A (3AG,,, = 1.5; 3AASA = —140)
vdW4 —1.46 -1.81 -0.13 —0.42 0.90 CD58_K29: —0.5 NZ-OE1:10.3
SE4 —6.09 —b5.68 -0.85 —-0.76 1.20 CD58_E76:0.7 NZ-OE2:6.3
SE20 0.00 —1.05 -0.15 —0.34 1.54 CD58_E78:0.8 NZ-OE1:6.8
CD58_S85: —0.6 NZ-0G: 4.6
CD2_K43A (38AG .y, > 2.5; 3AASA = —60)
vdW4 2.34 —0.48 —0.22 —0.56 3.60 CD58_E25: 2.1 NZ-OE2:3.3
SE4 2.02 -1.84 -1.52 -0.98 6.36 CD58_K34: —1.0 NZ-NZ:9.0
SE20 1.93 -0.44 -0.23 —0.46 3.06 CD85_E39: 1.0 NZ-OE1: 6.6
CD2_R48A (3AG., > 2.4; SAASA = —43)
vdW4 347 —2.09 —-0.76 0.26 6.06 CD58_K34: —2.2 NH2-NZ: 2.3
SE4 2.51 =7.07 —2.64 2.58 9.64 CD58_E37:6.8 NH2-OE1: 2.7
SE20 181 —1.24 -0.21 0.28 2.98 CD58_E39:1.8 NH1-OE1: 3.5
CD58_R44: —1.5 NH1-NH1: 4.2
CD2_K51A (8AG,, = 1.4; 3AASA = —90)
vdW4 5.10 -151 -111 —0.08 7.80 CD58_E37:1.0 NZ-OE1:6.8
SE4 5.24 —3.88 —2.64 -0.74 12.50 CD58_E39: 3.6 NZ-OE2:2.8
SE20 3.06 -0.79 -041 —-0.02 4.28 CD58_E42: 4.6 NZ-OE1l: 2.5
CD2_Y86F (3AG,,, = 0.8; 3AASA = 1)
vdW4 0.45 0.01 -0.14 -0.28 0.58 CD58_K29: 0.7 OH-NZ: 2.8
SE4 0.99 —-0.03 —-0.02 0.14 0.90
SE20 0.22 —-0.01 0.01 0.04 0.18
CD2_N92A (3AG,,, = 1.0; SAASA = 4)
vdW4 0.76 —0.24 -0.10 —-0.02 1.02 CD58_K32: 0.9 OD1-NZ: 6.0
SE4 1.34 —0.34 0.18 —-0.10 1.60
SE20 0.38 —0.04 0.04 0.02 0.36
CD2_E95A BAG,, = 0.7; SAASA = —32)
vdW4 144 —0.42 —0.20 0.52 154 CD58_K32: 2.0 OE2-NZ: 3.3
SE4 1.25 —2.29 —1.28 1.22 3.60 CD58_K29: 1.2 OE1-NZ:5.7
SE20 1.08 -0.47 —0.09 0.36 1.38

aThe list of mutations is from Table 1 of Kim et al.'?

IL4BP_D67, between IL4_R88 and IL4BP_D72, between
RaplA_E37 and Rafl_R59, between RaplA_D38 and
Rafl_R89, between CD2_D32 and CD58_K34, between
CD2_R48 and CD58_E37, between CD2_K51 and CD58_E39
as well as CD58_E42, and between IM9_E30 and E9_R54.
These pairs all form good salt bridges. As the distances
between interacting residues increased, the magnitudes of
their interactions progressively weakened.

In eight of the total of 64 mutations studied, the
predicted 3AG,, by none of the three protocols was compat-
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ible with experimental data. For FKBP_K35I, a large
destabilization, ranging from 3.1 to 7.8 kcal/mol, was
predicted. The prediction could be rationalized by a num-
ber of favorable interactions of FKBP_K35, including with
the backbone carbonyl of CNA_L312 and the side-chain
carboxyl of CNA_D313. However, experimentally the
FKBP_K35I mutation was not found to affect the binding
stability at all.® There is no simple explanation for the
discrepancy. One suggestion is that FKBP_K35 does not
interact with CNA as strongly as the X-ray structure for
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TABLE VIL. Effects of Mutations on the Stability of the Im9:E9 Complex®
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Energetic decomposition Interactions®

Protocol 3AG,, 3AG, SAG, 101 3AG; 1 3Gipio Energy Distance

Im9_E30A BAG,, = 1.4; 3AASA = —104)
vdW4 2.33 —1.87 —0.74 —0.20 514 E9 R54:4.4 OE2-NH1:2.8
SE4 2.90 —6.10 —1.00 0.00 10.00
SE20 1.39 -1.19 -0.14 -0.14 2.86

Im9_E41A BAG,,, = 2.1; 3AASA = —32)
vdW4 2.13 -0.97 —0.09 —0.64 3.82 E9 _K89:1.3 OE1-NZ:4.4
SE4 152 —5.00 —0.86 —0.46 7.84 E9_K97:2.5 OE2-NZ:3.2
SE20 1.83 —0.87 —0.10 —0.22 3.02

Im9_S50A (8AG., = 2.2; SAASA = —5)

vdW4 0.35 —0.08 —0.09 -0.10 0.62
SE4 —0.02 —0.58 —0.40 —-0.10 1.06
SE20 0.10 —0.08 —0.04 —0.04 0.26

Im9_D51A BAG,, = 5.9; SAASA = —26)
vdW4 1.36 -1.14 —0.07 —0.40 2.88 E9_K89:1.4 OD1-NZ:7.8
SE4 -0.17 —5.12 -0.21 -0.24 5.40
SE20 0.81 —-0.88 —-0.01 -0.32 2.02

Im9_Y55A (BAG,,, = 4.6; SBAASA = —121)
vdW4 0.53 -0.19 -0.18 0.10 0.80 E9_F86:0.8 OH-0:2.7
SE4 0.32 -0.711 -0.43 0.20 1.26
SE20 0.18 —0.10 0.00 0.04 0.24

aThe list of mutations is from Table 1 of Wallis et al.*® Calculations were only done for mutations of polar residues that had measured effects of >1
kecal/mol on the binding stability.

TABLE VIIL. Effects of Mutations on the Stability of the AChE:Fas Complex®

Energetic decomposition Interactions®

Protocol 3AG, OAG, ¢ BAG 01, 3AGi,1 3Ginte Energy Distance

AChE_D74N BAG,,, = 1.9; SAASA = 4)
vdW4 1.16 —-0.38 —0.02 —0.58 2.14 Fas R24:0.6 OD2-NH2: 8.2
SE4 —0.60 —3.88 0.04 -1.30 4.54 Fas R37:0.8 OD1-NH2: 7.4
SE20 0.92 -0.56 0.00 -0.38 1.86

AChE_E202Q (8AG., = 0; SAASA = 0)
vdW4 0.46 —0.02 0.00 -0.20 0.68
SE4 —-0.10 —0.42 -0.14 -1.04 1.50
SE20 0.34 —0.02 —0.04 -0.14 0.54
AChE_D280V (3AG,,, = —0.1;8AASA = —1)

vdW4 0.01 -0.04 —-0.07 -0.20 0.32
SE4 -0.20 —-0.05 -0.15 —0.40 0.40
SE20 0.09 —0.03 0.00 —0.22 0.34

AChE_D283N (8AG., = 0.4; 3AASA = 2)
vdW4 0.97 —0.66 —-0.01 —-0.16 1.80 Fas T8:0.9 OD1-0G1: 2.5
SE4 0.46 -1.63 0.09 -0.34 2.34 Fas K25:0.7 OD2-NZ: 7.3
SE20 0.59 —0.40 -0.01 —-0.18 1.18

aThe list of AChE single mutations is from Table III of Radic et al.*®

the complex indicates. In the other seven cases
(FKBP_D37V and R42K; Rafl_N64D, K65A, K65E, and
K65M; and CD2_K41A), stabilizing effects were predicted
but the opposite effects were observed experimentally. As
far as the vdW4 calculations are concerned, these discrep-
ancies could be part of the systematic underestimation of
destabilization effects. For some of these mutations, there
may also be specific reasons. For example, FKBP_D37V
and FKBP_R42K involve two residues that form a salt
bridge that is important for the stability of FKBP (Batra
and Zhou, unpublished), and the mutations may cause
compensatory conformational changes that adversely af-
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fect the binding with CN. In the modeled structure of the
Rafl_N64D mutant, a strong ion pair between Rafl_D64
and RaplA_R41 was introduced, which might not exist in
reality.

Ionic Strength Dependence of Binding Stability

Salt ions in the solvent screen the electrostatic interac-
tions between proteins and thus serve to reduce the
association constant. The salt dependence of K, has been
studied on the IL4:IL4BP, Im9:E9, and AChE:Fas com-
plexes.®1%15 The calculated AG,, shows the expected in-
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Fig. 5. Comparison of experimental and calculated results for the
coupling energies of six pair of residues on the IL4:IL4BP complex.
Calculated results from three protocols are shown.

crease with the increase with ionic strength and is in
reasonable agreement with experimental data (Fig. 6).

Possible Role of Hydrophobic and van der Waals
Interactions

As noted earlier, both the study here on the six protein—
protein complexes and the previous study on the barnase-
barstar complex found that 8AG,, calculated by vdW4 may
account for a major portion of experimental SAG but there
is room for hydrophobic and van der Waals contributions.
When a constant of 0.52 kcal/mol was added to 38AG,, for
each of the 55 mutants, the RMSD improved slightly, from
1.46 to 1.37 kcal/mol. In an attempt to account for hydro-
phobic effects, a term proportional to the buried area of
solvent accessibility (AASA) upon complex formation was
introduced. No improvement could be obtained. However,
a modest improvement was obtained when the effect of
mutation on the van der Waals interaction energy AG, 4y,
was introduced. After adding 0.44 + 0.0733AG, 4w to
3AG,,, the RMSD decreased further to 1.27 kcal/mol.

el

DISCUSSION

We have carried out extensive calculations on the electro-
static contributions of individual residues to binding stabil-
ity. For residues making polar or charged interactions
across the interface, the experimental mutational effects
were found to be largely attributable to electrostatic
interactions. Among the three protocols of electrostatic
calculations, the one defining the protein van der Waals
surface as the dielectric boundary and assigning a protein
dielectric constant of 4 showed the best agreement with
experimental data. This result reinforces similar findings
obtained in previous studies of protein folding stability®*
and the barnase-barstar binding stability,?3° raises ques-
tions about conclusions drawn from using the solvent-
exclusion molecular surface as the dielectric bound-
ary.®”?® The present study also reveals a number of areas
for future improvements.

Fig. 4. Comparison of experimental mutational effects on binding
stability (horizontal axis) and calculated electrostatic contribution (vertical
axis) for a set of 55 mutations over six protein—protein complexes.
Calculated results from three protocols are shown: (a) vdW4; (b) SE4; and
(c) SE20. The Rvalue of correlation between the three sets of calculation
results and experimental data is 0.63, 0.59, and 0.52, respectively.
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Fig. 6. Experimental and calculated ionic strength dependence of
binding energy for the IL4:1L4BP, Im9:E9, and AChE:Fas complexes.

In this study conformational flexibility has been limited
to a minimum. (1) For the wild-type protein complex,
calculation was restricted to the single conformation deter-
mined by X-ray crystallography. Conformational sampling
will likely make the calculation results more robust. (2)
Each mutation was modeled by energy-minimizing the
new side chain in the rigid environment of the rest of the
protein. This restriction can be lifted in a number of ways.
For example, multiple conformers of the side chain can be
introduced, and the neighboring residues can be made
flexible when modeling mutation. (3) No conformational
changes are allowed upon complex formation. Again, sepa-
rate conformational sampling by the side chain under
mutation and its neighboring residues before and after
complex formation can be envisioned.

For the set of mutations selected here for putative
dominance of electrostatic contributions to binding stabil-
ity, van der Waals, and hydrophobic contributions also
appeared appreciable. The latter contributions were crudely
modeled. More sophisticated parameterization of van der
Waals and hydrophobic contributions, coupled with confor-
mational sampling, are expected to improve agreement
between calculated and experimental results for muta-
tional effects on binding stability.

The calculated contribution of a single charged residue,
like CD2_K51, can be as large as 5 kcal/mol, which
translates into a change in K, of over three orders of
magnitudes. This highlights the potential role of electro-
static interactions in modulating binding stability. In
addition to CD2_K51, six other residues were calculated to
contribute more than 3 kcal/mol to binding stability through
electrostatic interactions. These are IL.4_R88, D67, and
D72, FKBP_K35, Rafl_R89, CD2_R48. Each of these
residues generally forms a cluster of interactions, with a
strong salt bridge surrounded by several other polar
interactions. This interaction pattern may be introduced
to protein—protein interfaces for enhanced binding stabil-
ity. It is known that thermophilic oligomeric proteins
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typically have enriched ion pair clusters in the interfaces
between subunits. The interaction pattern may also serve
as a target for antagonists. Potentially an antagonist that
disrupts the clustered interactions may lower the protein—
protein association constant by orders of magnitudes.

Electrostatic interactions may also be very important for
cross-species specificity. For example, E9 DNase shows
high selectivity for Im9 over other immunity proteins.
Charged residues can contribute to such selectivity by
either positive design, e.g., through a clustered interaction
pattern noted above, or negative design, e.g., through the
burial of charged residues. Calculation methods presented
here and future refinements will shed new light on how
electrostatic interactions can be used to control cross-
species specificity.

In summary, we have tackled the difficult problem of
predicting the effects of point mutations on protein binding
stability by focusing on a set of mutations with putative
dominance of electrostatic contribution. The calculated
electrostatic contributions showed some agreement with
experiment and will serve as a guide for future refinement
in electrostatic calculation and inclusion of van der Waals
and hydrophobic effects.
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